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Abstract

This paper presents a method for visualizing the scoping process in platform-based development of embedded systems. The proposed visualization shows the decision process of including or excluding features that are candidates for the next release. The presented visualization charts are evaluated in a large-size embedded system platform project. The evaluation indicates that the visualization of feature survival and scope dynamics can improve the understanding of the decision process of platform scoping in real industrial projects. Future work includes dealing with the relations between features and system requirements, improving user interaction as well as visualizing statistical measures of efficiency of the scoping process.

1. Introduction

One of the crucial decisions in platform-based embedded systems development, where a common development project is a base for many products [1] is whether or not to select a set of requirements for a future release [10]. There are various factors that increase the complexity of scoping decisions, for example: decisions about new functionalities are made a priori with limited knowledge about their market value and implementation effort and they are often changed by key customers or management as results of late strategic decisions [11]. This paper presents a visualization support for understanding such decisions. The visualization support is evaluated in an industrial case study. In our study, the management is deciding upon not a single requirement but a bundle of requirements that is building up a new functionality in the product. This bundle in our case is called a feature and is an entity of which we can estimate market value and implementation effort and can be used for project scoping. In this rapidly changing environment the decision about the future has to be based on uncertain information, preventing us from making perfect decisions about the scope. Visualization of this decision process may be a valuable assistance and may enable management to see the overall picture of the scope. In this paper we have investigated how to get a simple but comprehensive picture of the current scope to understand the risk of taking too much features into the project and implications of this decision.

The paper is structured as follows. Section 2 provides background information about the context of our industrial case study. Section 3 gives a brief description of the methodology of gathering, processing and rendering information as well as the validation approach with industrial practitioners. Section 4 presents the results from the application of our visualization proposals in an industrial setting. Section 5 describes the results of the industrial validation and discusses limitations. Section 6 includes related work. Section 7 provides conclusions and ideas for future work.

2. Industrial Case Description

This section describes the environment in which the proposed visualization techniques were tried out. The visualizations are based on empirical data from an industrial project at a large company using a product line approach. The company has approximately 5000 employees and develops embedded systems for a global market.

2.1. Product line environment

The company develops a platform in several consecutive releases. Each platform release is the basis
for one or more products that reuse the functionality and qualities of the platform. The first platform release has approximately two years lead-time from start to launch, and is focused on functionality growth and quality enhancements for a product portfolio. The following platform releases are shorter and more focused on adaptation to the different products that will be launched on the different platform releases. In order to be able to start the first release project as much as two years ahead of launch, it is necessary to build in some flexibility in the process. Therefore, there is a separate flow of requirements which were not known when the release project started. It is called a secondary flow as opposed to the primary flow which starts at the beginning of the release project. The secondary flow approach enables the project to start analyzing the functionality that is of highest importance in the primary flow and wait with functionality that appears later. The approach provides a balance between flexibility and stability in the projects. The secondary flow is connected to the product development project that builds on the first platform release. Therefore, many of the product requirements are entered in the secondary flow since they were not analyzed at the start of the project. Also late market requirements can be taken into account in the secondary flow.

2.2. Requirements Management Process

The requirements analyst groups in this company are called Requirements Teams (RT). They are responsible for eliciting and specifying requirements on system level within one or more technology areas. There are 20 RTs, with between 10 and 20 members in each, serving several parallel platform projects. The RTs hand over the requirements to the Design Teams (DTs), who designs and develops the software for the features. The company uses a stage-gate model with several increments [16]. There are Milestones (MS) and Tollgates (TG) to control the project progress. In particular, there are four MS for the requirements management and design before the implementation starts: MS 1, MS 2, MS 3, and MS 4. For each of these milestones, the project scope is updated and baselined. The milestone criteria are as follows:

- **MS 1**: High-level features are defined based on each RT’s roadmap. At this stage the features usually contain a description, its market value and effort estimates. The features are reviewed, prioritized, and approved. The initial scope is decided and baselined per RT, guided by a project directive and based on initial resource estimates in the primary receiving DT.
- **MS 2**: Features are refined to requirements which are specified, reviewed and approved. One feature usually contains ten or more requirements from various areas of the products. The features are assigned to DTs that will take responsibility for designing and implementing the assigned features after MS 2. The DTs also allocate an effort estimate per feature.
- **MS 3**: The effort estimates are refined and the scope is updated and baselined. DTs refine system requirements and start designing.
- **MS 4**: The requirements work and design is finished, and ready to start implementation. The final scope is decided and agreed with the development resources.

The secondary flow starts approximately at MS 2 and is connected to the start of the product projects. The same MS and MS criteria as described above are used also for the secondary flow, and the two flows run in parallel until they are merged when the secondary flow MS 4 is passed.

The requirements are written in domain-specific natural language, usually containing 1-5 sentences with many special terms that require contextual knowledge to be understood. The abstraction level of a requirement can vary from detailed implementation-oriented descriptions to high-level customer-oriented descriptions, but are most often at a relatively high level.

2.3. Scoping Process

The project starts with a roadmap extraction, where the different RT groups look into their long-term roadmaps of high-level requirements, and extract information that is suitable for the coming platform project. The RTs have a project directive to guide the extraction so they know what functionality and qualities to focus on for this particular platform project.

The content of the high-level roadmap is then used as basis for creating features. Features are used to describe and decide which new functionality shall be implemented in a platform project. A feature groups requirements that constitute a new functional enhancement to a platform. A feature is thereby on such a level that it is possible to judge the market-value of scoping it in to a certain platform, and also the effort of implementing it. The market-value and effort estimates are obtained using a cost-value approach based on pair-wise comparisons [8]. The method
provides the opportunity to calculate the Return on Investment (ROI) (dividing the market-value by the effort) and is used for decision making. The scope is decided based on the ROI in relation to the available development resources within the DTs.

All requirements and features are contained in a requirements database. There are approximately 25000 system-level requirements, some of which are grouped into several hundreds features (legacy requirements are not connected to features). Each requirement is described with a set of attributes such as Id, Name, Status, Source, etc. Each feature has attributes such as Name, Description, Justification, Scope, Market-value, Effort estimate, etc. The content of the database is baselined regularly.

The scope is controlled in a baselined document called Feature List (FL) contained in the requirement database. The FL is updated and baselined each week after decision in the Change Control Board (CCB). The CCB accepts suggestions for adding and removing features from the scope based on the input from the RTs and other stakeholders such as Product Planners, DTs, etc. There is a decision log, describing each descope of feature with a motivation.

The case in this paper investigates the first release of one particular platform project, including both primary flow and secondary flow. The project has just reached MS 4 and set its final scope. Some of the features in the database are already planned for following releases but since the focus was on the first release those were considered as out-scoped in the investigation.

The scope is changing drastically and frequently in the investigated project, creating a lot of turbulence. Project members are frustrated about the situation and feel that management is changing the direction of the scope without realizing the effect on the project. There is a need to analyze and understand the scope changes in order to improve the scoping process. In addition, there is a need to visualize the amount of effort that is wasted because of constant scope changes, and illustrate how the scope is reduced because of inaccurate effort estimates and unrealistic stakeholder expectations.

3. Methodology

In this section we describe the process of gathering and analyzing industrial data. As described in [3] we can consider a simplification of a visualization process as a sequence of the following steps: gathering, processing, pictorial rendering, analyzing and interpreting of data. In this section we focus on the first three stages. Our conceptual model considers visualization in a form of a two dimensional one page graph, where features can be seen as horizontal lines and states are expressed by different colors of the lines. This simple idea encapsulates both the survival of the feature and if we consider the whole set of features also the dynamics of scope changes over the project life-cycle. In order to create a mathematical representation of this idea we have created an exporter of the data from the Scope parameter for each feature in the FL document. In this data the information about including or excluding certain features is stored. In total we have extracted 81 data points, where each data point is one baseline of the FL document containing all features existing in it. The investigated baselines include between 300 and 600 features.

The next step was to process the data. Validation of gathered data with requirements experts resulted in a sampling policy to set the minimum time interval for baselines to 3 days, since the document was baselined more irregularly than once a week. The expert’s explanation for this irregularity is that the decision process takes usually more than one step, where some additional information or estimates are added to prepare a full view for the CCB. Next, data was transformed into a representation acceptable by Matlab, which is used as rendering tool [5]. The transformation is based on a coding scheme, where each feature is mapped into one row, and each value of the Scope attribute is mapped to an integer value. The resulting matrix is sorted to show surviving features at the top of the graph. As a color scheme we have decided to follow what we consider a natural way of describing positive and negative states by drawing green lines for all features that were considered as in scope for a certain baseline and drawing red lines for ones that were considered as out. We have also used gray color to show the features that were present in the FL but with empty attribute values indicating yet undecided features. Our final data set consisted of 531 features over 39 data points (from the preliminary 81 data points described in the previous paragraph).

Our approach is similar to the model of transformation of data into graphical representation described by Haber and McNabb [4], where firstly the data is processed or filtered, secondly the Abstract Visualization Object (AVO) is defined and finally the data is mapped onto attribute fields of this AVO. In our case as attributes we consider the geometry (we consider the feature scope attribute as a horizontal line). We also use color as an attribute to represent scoping of the features by coloring them green while in and red while out. Another used attribute is the position since each feature has its unique and constant
Y axis value. The time attribute is mapped directly on the X axis with scaling according to the number of days between the baselines.

Before the actual visualization we conducted interviews with some RTs to gain understanding about the challenges of setting a realistic scope in the early phases of the project. The focus was on investigating the reasons, why the features that were in scope really early were then de-scoped just right before MS 4. We also discussed the features that appeared later on in the project, to find out why there were not known before.

After creating visualizations we showed and discussed our result with some RTs. These RTs were chosen because they had different scoping approaches. During these meetings, opinions about the proposed visualizations were gathered and proposals for future improvements were discussed.

4. Feature Scoping Visualization

This section presents results from applying our visualization approach to a large industrial set of 531 features. Our contribution includes two types of graphs: Feature Survival Chart (FSC) and Feature Growth Chart (FGC). We also present results from a deeper analysis of two different RTs.

4.1. Feature Survival Chart (FSC)

This chart shows feature scope changes over time, which is illustrated on the X axis. Each feature is positioned on its specific place on the Y-axis so that the complete lifecycle of a single feature can be followed by looking at the same Y-axis position over time. The various scope states are visualized by

Figure 1. Feature Survival Chart. The red lines show out-scoped features. The green lines show features in scope (light green for primary flow features and dark green for secondary flow features). The survivors are placed at the top, as the graph is sorted on duration in scope from last baseline. The full size color picture can be found at http://www.cs.lth.se/home/Krzysztof_Wnuk/rev08/Feature_Survival_Chart.bmp
different colors. As a result, each scope change can be observed as a changing color. The colors are decided as follows: green for the primary flow, darker green for the secondary flow, red for out-scoped and gray for not yet decided features. In Figure 1 we can see the visualization of 531 features in 39 baselines, spawning almost a year of work. The data is sorted to put survivors (features that were in scope at MS 1 and are still in scope at MS 4) on the top and visualize the following aspects:

- The number of features in the secondary flow turned out to be larger than in the primary flow. See in Figure 1 the secondary flow after MS 4, where the area of dark green color at the last baseline is larger than the light green area.
- The dynamics of de-scoping can be seen in the FSC, where the features were de-scoped in bigger sets, rather than in single features. This sharp increase of out-scoped features emphasizes the extent and timing of decisions. We can easily spot three large scope reductions, one after MS 1, one before and one after MS 3.
- The effort spent on the features that have not survived to MS 4. An estimated indicator is the total size of the green area that changed to red before MS 4. If we compare this information to the size of the survivors’ area we can construct valuable process efficiency measures. We anticipate that such measures can be used by management to assess the requirements process efficiency and address areas of improvements. Moreover, our additional statistical analysis of this project revealed, that the survivors were only 18 % of the total number of analyzed features. The more features survived, the more effective is the elicitation and market analysis process and less effort is spent on features that were not implemented. The earlier the features are de-scoped, the more effort is saved for other features and other parallel projects.

4.2. Feature Growth Chart (FGC)

The second type of visualization is the FGC presented in Figure 2 that also shows an overall view of the whole scope of the project but generated in a different way. This time we have visualized the number of features in a particular state as a function of

![Feature Growth Chart](http://www.cs.lth.se/home/Krzysztof_Wnuk/rev08/Feature_Growth_Chart.bmp)
The overall trends are (1) a growing amount of de-scoped features, (2) a decreasing amount of features in scope, and (3) a more or less constant number of undecided features. The changes in feature growth are sometimes abrupt.

The ratio between in, out-scoped, and undecided features at the beginning and at the end of the project is very different. As we can see in Figure 2, this project had a much larger scope in the beginning compared to the final scope, and as a result had to go through a drastic scope reduction.

4.3. Graphs per Requirements Team

The graphs described in previous sections are useful for analyzing the scoping dynamics for the whole project, but also for coherent sub-sets of features. In order to visualize and understand the reasons and implications of a single decision we generated graphs, which include the data from only one RT each. The generated graphs gave us information that we could validate with the specific RTs in order to understand why certain feature was de-scoped and discuss the issues related to de-scoping, as well as address possible areas of improvements. We here present 2 examples of FSCs for RTs that followed different scoping policies which resulted in different sets of survivors. These examples demonstrate that FSCs can be useful for analyzing interesting differences among RTs.

4.3.1. Visualization of RT A. In the first RT example, showed in Figure 3, we can see several features put in scope at the beginning of the project that were later de-scoped in several steps. These steps included also adding more new features either to the primary flow or to the secondary flow. After a more in-depth consideration we observed the following phenomena:

- Several features were not considered in the scope until after MS 1, which resulted in shorter life time for those features.
- Most of the de-scoping is also done rather late in

![Figure 3. FSC for RT A. The labels on the Y axis are unique feature identities. The full-size color figure can be found at http://www.cs.lth.se/home/Krzysztof_Wnuk/rev08/RT_A.bmp](http://www.cs.lth.se/home/Krzysztof_Wnuk/rev08/RT_A.bmp)
the project, resulting in a much effort spent on features that never survived.

- The balance between the primary and secondary flow is uneven. The final MS 4 scope has about 75% features from the secondary flow and 25% from the primary flow.
- The points in time when the largest de-scoping was done are visualized as large increases in the red area. Based on this graph, management can check CCB logs for particular dates in order to determine the reasons of such a big de-scoping.

The graph shows several sets of features being de-scoped a few weeks after MS 2. Analyzing the change log, it is found that there is new information from the market taken into consideration at this point in time. It resulted in a re-prioritization within this RT so that many features were de-scoped. The large amount of de-scoped features right before MS 3 is due to lack of resources within the primary DT.

4.3.2. Visualization of RT B. In the second RT example, showed in Figure 4 we can see a different scoping policy compared to the first one. In particular, we can observe the following interesting facts:

- Few features appeared after the initial scope was set at MS 1.
- Drastic scope reduction occurred just after two weeks from MS 1, where around 34% of all considered features where canceled.
- There was another significant scope reduction around two weeks before MS 3.

The change log reveals that there was a strategic business decision changing the focus of the scope right after MS 1. Later on, before MS 3, it was discovered that the resource situation was worse than expected among the DTs that were impacted by these features, so another set of features was de-scoped.

By comparing the graphs from the two RTs we can see that there are resource problems discovered in both groups before MS 3. Thus we can also use the FSC to see commonalities between the RTs. By connecting the FCS to the logs from CCB issues we can identify reasons behind the differences between the groups; a strategic business decision resulting in large early de-scoping in RT B, and in RT A, a new market information that is changing the scope late in the

Figure 4. FSC for RT B. A large scope reduction can be easily spotted after MS 1. The full-size color figure can be found at http://www.cs.lth.se/home/Krzysztof_Wnuk/rev08/RT_B.bmp
5. Validation and Limitations

Our validation approach contains three steps. Firstly, before generating graphs we conducted interviews with RTs to understand the challenges of setting a realistic scope early in the project. The most important conclusion from this validation was that we would benefit from visualizing the scope and scope changes in order to be able to discuss specific cases and points in time. Interviews revealed also, that some RTs used an approach to set a big scope, although knowing there was not enough resources for all features. At the same time one more issue was discovered: the difficulty for DTs to set a good effort estimate early on. While the features can not be analyzed with desired precision it is also difficult to say how much effort is needed for design and implementation.

The second step was to do the visualization keeping in mind the issues and input received from the first step. The results confirmed previously described problems, like for example we found an increase of de-scope features between MS 2 and MS 3 which according to the log from CCB was caused by inaccurate DTs effort estimates. In our graphs we also saw, that during the period from MS 1 to MS 4, the project directive was changed a number of times, resulting in instability in the scope setting process. Some RTs had to remove several of their planned features in order to make room for the new ones based on the new project directive.

Finally we have presented our work to RTs and project management in order to gain comments, feedback and improvements proposals about the usage of our visualization technique. The graphs turned out to emphasize what was previously only a “gut-feeling” among the people in the organization. The RTs are frustrated about the situation with drastic shifts in focus of the platform, the inability to set correct effort estimates, the challenge of getting the correct stakeholders involved, etc. Therefore, the RTs were pleased to be able to use the graphs to show their situation to others within the company. Line managers and process engineers were also interested in using our visualization to motivate and enforce the process on getting the right things into the scope and to improve the quality of effort estimates, and scope decisions.

The approach has also some limitations. First of all it is limited into a static two-dimensional figure, where the user is getting a ready image with no interaction. Secondly the approach has limited end-user’s configurability so that it is not possible to change the set of features for visualization or coloring scheme. Thirdly, our solution is not yet taking into consideration other important attributes, such as size of features in terms of number of sub-requirements, their criticality or implementation cost. Finally, our approach is lacking interactive zooming features, so that the user can after analyzing the whole scope of the project be able to focus only on the most crucial RTs without changing the graphs (currently we produce separated graphs per RTs and the whole project).

The results are tightly coupled with the specific requirements and the requirements engineering practices of this particular case. We have not yet had the opportunity to empirically evaluate our solution in other software development organization with different roles, deliverables and practices. Thus there are yet unaddressed threats to external validity that, we will try to address in future work.

6. Related Work

One of the literature studies about current practice in requirements engineering visualization revealed that visualization is supporting three aspects of requirements engineering [3]. The first aspect is focusing on visualization of the structure and relationships between requirements described for example in [12][13][17][18]. Secondly requirements visualization is supporting elicitation [20] and decision making activities [19]. Finally, some work is done to create a visual representation of requirements and their attributes based on a formal language, like in [14][15] or even visualize these representations [21].

Our approach, which is using similar types of 2 dimensional bar charts as described in [20] presents visualization of another aspect in requirements management process, visualizing the scope changes over time. The scoping process in our method is visualized and can provide valuable input for process improvement frameworks such as REPT [22]. Although some work exists in visualization of release planning [23] our approach extends this work by focusing on showing the implications of a non-perfect release planning rather than providing decision support for the activity itself [24]. Finally, we provide important information for project stakeholders about the progress of the project. We focus here on the project scoping activity, rather than all project activities describe e.g. by Hansen [25].
7. Conclusions and Further Work

One of the issues in project scoping is the risk of setting a big scope, although knowing there might not be enough resources for all features. Our visualization technique can easily spot this problem and increase awareness of balancing between setting limited scope early and setting a too large scope, as well as spotting the risk of spending too much resources on features that anyway is later de-scoped. Another important situation visualized by our approach is the difficulty for designers to set a good effort estimate early on. While the market value of a set of features can not be analyzed with desired precision it is also difficult to say how much effort is needed for design and implementation. Our visualization technique helps to identify what features and what time frames to analyze in order to find scoping problems related to uncertainties in the estimations that decisions rely on. Finally, we conclude that our approach may be useful in visualizing instability of the scope setting process. The decision to remove several features in order to make room for extra features from a new directive can be easily spotted.

In our industrial study we have demonstrated the applicability of our method in a large industrial environment. Our method can be also used to visualize other attributes in other environments as long as the containing documents are regularly baselined and there is a way of exporting data to a format that allows for rendering according to our proposed graphs.

The proposed approach has also some unaddressed issues of further work. In particular, on the following issues are of interest in future extensions of the Feature Survival Graphs and the Feature Growth Charts:

- Extending our implementation to include interaction with the user so that the user can zoom in to particular areas of the graph.
- Improving configurability of the solution in order to enable users to define their own coloring scheme, as well as the set of requirements to be visualized and the time range.
- Extending the current feature model by Y axis scaling which will directly show how many underlying system requirements that were included into a certain feature. This information, extracted using traceability links among requirements documents can enable visualization of de-scoping of partial features.
- Extend the current feature model with additional attributes, such as criticality and implementation cost. This might be visualized graphically by special markers.
- Extending the Feature Survival Chart by also sort or grouping the features based on feature dependencies for visualizing simultaneous scoping or de-scoping of related features.
- Defining, calculating, and visualizing statistical measures such as average time to de-scoping of a feature and the total effort spend on non-survivors.
- Continued empirical investigations of additional industrial cases that apply visualizations of the scope from inception to release of the platform.
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