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ABSTRACT

At the same time as our dependence on IT systems increases, the number of reports
of problems caused by failures of critical IT systems has also increased. Today,
almost every societal system or service, e.g., water supply, power supply, trans-
portation, depends on IT systems, and failures of these systems have serious and
negative effects on society. In general, public organizations are responsible for
delivering these services to society. Risk analysis is an important activity for the
development and operation of critical IT systems, but the increased complexity
and size of critical systems put additional requirements on the effectiveness of risk
analysis methods. Even if a number of methods for risk analysis of technical sys-
tems exist, the failure behavior of information systems is typically very different
from mechanical systems. Therefore, risk analysis of IT systems requires different
risk analysis techniques, or at least adaptations of traditional approaches.

The research objective of this thesis is to improve the analysis process of risks
pertaining to critical IT systems, which is addressed in the following three ways.
First, by understanding current literature and practices related to risk analysis of
IT systems, then by evaluating and comparing existing risk analysis methods, and
by suggesting improvements in the risk analysis process and by developing new
effective and efficient risk analysis methods to analyze IT systems.

To understand current risk analysis methods and practices we carried out a
systematic mapping study. The study found only few empirical research papers
on the evaluation of existing risk analysis methods. The results of the study sug-
gest to empirically investigate risk analysis methods for analyzing IT systems to
conclude which methods are more effective than others. Then, we carried out
a semi-structured interview study to investigate several factors regarding current
practices and existing challenges of risk analysis and management, e.g., its impor-
tance, identification of critical resources, involvement of different stakeholders,
used methods, and follow-up analysis.

To evaluate and compare the effectiveness of risk analysis methods we carried
out a controlled experiment. In that study, we evaluated the effectiveness of risk
analysis methods by counting the number of relevant and non-relevant risks iden-
tified by the experiment participants. The difficulty level of risk analysis methods
and the experiment participants’ confidence about the identified risks were also
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investigated. Then, we carried out a case study to evaluate the effectiveness and
efficiency of existing risk analysis methods, Failure Mode and Effect Analysis
(FMEA) and System Theoretic Process Analysis (STPA). The case study investi-
gates the effectiveness of the methods by performing a comparison of how a hazard
analysis is conducted for the same system. It also evaluates the analysis process of
risk analysis methods by using a set of qualitative criteria, derived from the Tech-
nology Acceptance Model (TAM). After this, another case study was carried out to
evaluate and assess the resilience of critical IT systems and networks by applying
a simulation method. A hybrid modeling approach was used which considers the
technical network, represented using graph theory, as well as the repair system,
represented by a queuing model.

To improve the risk analysis process, this thesis also presents a new risk analy-
sis method, Perspective Based Risk Analysis (PBRA), that uses different perspec-
tives while analyzing IT systems. A perspective is a point of view or a specific role
adopted by risk analyst while doing risk analysis, i.e., system engineer, system
tester, or system user. Based on the findings, we conclude that the use of different
perspectives improves effectiveness of risk analysis process. Then, to improve the
risk analysis process we carried out a data mining study to save historical informa-
tion about IT incidents to be used later for risk analysis. It could be an important
aid in the process of building a database of occurred IT incidents that later can
be used as an input to improve the risk analysis process. Finally, based on the
findings of the studies included in this thesis a list of suggestions is presented to
improve the risk analysis process. This list of potential suggestions was evaluated
in a focus group meeting. The suggestions are for example, risk analysis aware-
ness and education, defining clear roles and responsibilities, easy-to-use and adapt
risk analysis methods, dealing with subjectivity, carry out risk analysis as early as
possible and finally using historical risk data to improve the risk analysis process.
Based on the findings it can be concluded that these suggestions are important and
useful for risk practitioners to improve the risk analysis process.

The presented research work in this thesis provides research about methods
to improve the risk analysis and management practices. Moreover, the presented
work in this thesis is based on solid empirical studies.
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IT systems have become an essential part 
of our modern society. This evolution has 
not only created new opportunities, but also 
new threats to our society. The presence of 
IT systems everywhere, e.g., in 
communication, transportation, health, 
education, and emergency services, has 
made us dependent on them for our daily 
life. This is the case both for individuals and 
organizations, both private as well as 
public. However, at the same time as the 
usage of, and dependence on, IT systems 
increases, the number of reports of 
problems caused by failures of critical IT 
systems has also increased. 
 
One of the common aspects of these 
failures is the trust in systems that are not 
sufficiently dependable. The core of the 
problem is not that these systems suddenly 
become unreliable, but that we have 
become critically dependent on a wide 
variety of systems without analyzing 
whether they are dependable enough and 
what the consequences could be of 
possible failures.  
 
To prevent critical systems from causing 
problems for the organizations dependent 
on them, risk analysis and risk 
management are necessary activities. 
Analysis of IT risks is getting more and 
more important because of the increasing 
complexity of IT systems and our 
dependence on them. In some countries, 
e.g., Sweden and the US, governmental 
authorities are obliged by law to regularly 
conduct risk and vulnerability analyses of 

the critical processes and operations. The 
US Department of Homeland Security 
issued national strategy documents for the 
protection of physical and cyber 
infrastructures that make risk and 
vulnerability assessments mandatory.  
 
As almost all societal critical processes and 
operations are dependent on IT systems, 
this dependency requires a detailed risk 
analysis or management of IT systems.  
Risk analysis and management is a 
process that identifies and assesses risks 
and introduces countermeasures to reduce 
risks to an acceptable level. It is a 
necessary activity that protects an 
organization's ability to perform their critical 
processes and activities. A risk 
management process is a systematic and 
structured way of “forward thinking” that 
provides a framework to make more 
effective decisions about an organization or 
system. It helps decision makers to make 
well informed and prioritized decisions by 
choosing best from different available 
options. 
 
There exist a number of risk analysis 
methods for analyzing IT systems but they 
are not empirically evaluated to any large 
extent. These methods are based on 
different theories, e.g., on reliability theory 
and system theory. These methods are 
also different in their way of analysis, e.g., 
top-down and bottom-up. While analyzing 
IT systems it is hard to decide which 
method that should be used that is 
sufficiently effective and efficient. 

Popular Science Summary 
 

What if a person is sick and goes to a doctor, and the doctor cannot access 
that person’s health record due to a malfunction in the health record system? 

What if a person has an emergency and wants to call the police but cannot call 
because of a communication system failure? 

Yes, IT systems are very critical for the society and we need to make them 
more reliable. We present research results for improving the risk analysis 
process to make sure these kinds of severe failures should not happen. 

 
 



x

Therefore, there is a need to investigate 
existing risk analysis methods empirically. 
 
The work carried out in this research 
project mainly focuses on improving the risk 
analysis process for IT systems in large-
scale organizations. The presented work is 
carried out to improve risk analysis 
processes in the following three different 
ways. First, we review current literature and 
practices related to risk analysis of critical 
IT systems. Second, we evaluate and 
compare existing risk analysis methods. 
Finally, we suggest improvements in the 
risk analysis process and develop new 
effective and efficient risk analysis methods 
to analyze critical IT systems. 
 
For the first part of the research objective, 
understanding current practices of risk 
analysis, we carried out a literature review.  
It summarizes the existing risk analysis 
methods and the main empirical research 
that has been conducted in the area of risk 
analysis for IT systems. Based on the 
findings of the literature review we conclude 
that there is a need for empirical 
investigation of risk analysis methods for 
analyzing IT systems by conducting case 
studies and controlled experiments. 
Furthermore, we also investigated how 
practitioners working with risk analysis are 
carrying out risk analysis and what 
challenges they are currently facing. By 
having more knowledge about this we can 
determine how well they are analyzing 
critical IT systems and how we can further 
improve risk analysis methods. 
 
The second part of the research objective 
gives a basis for evaluation and 
comparison of different risk analysis 
methods. Since there exist different risk 
analysis methods, it is difficult to 
know which method should be used 
in a given situation. It is not clear what 
measures should be used to evaluate or 
compare these methods. Therefore, 
different measures were investigated that 
can be used to evaluate and compare risk 

analysis methods. Based on the results we 
conclude that the effectiveness and 
efficiency of risk analysis methods can be 
evaluated and compared by counting the 
number of relevant and non-relevant risks 
identified by the participants or risk 
analysts. Moreover, the ease of use is a 
suitable attribute to evaluate effectiveness 
and efficiency of risk analysis methods. The 
time efficiency is also a suitable attribute for 
evaluation and comparison of different risk 
analysis methods. The results of this 
research work also show that different risk 
analysis methods can be evaluated by 
comparing hazards and risk types identified 
by these methods. Five hazard types were 
defined to analyze the identified hazards to 
evaluate Failure Mode and Effect Analysis 
(FMEA) and System Theoretic Process 
Analysis (STPA) methods. Furthermore, the 
comparison and evaluation of the analysis 
process of these methods can also be 
used. In this research work, we evaluated 
the FMEA and STPA analysis methods by 
analyzing and comparing their analyses 
process by using a set of qualitative criteria. 
 
The third part of the research presented in 
this thesis is to improve the risk analysis 
process. For this the use of different 
perspectives has been suggested and 
empirically assessed. A perspective is a 
point of view or a specific role adopted by 
risk analysts while doing risk analysis, i.e., 
system engineer, system tester, or system 
user. We also proposed the idea to identify 
and save historical information about IT 
incidents that can later be used for risk 
analysis to improve the risk analysis 
process.  



LIST OF PUBLICATIONS

This dissertation and the research work presented here is composed of an introduc-
tory section and six papers (I-VI). The introductory section is partly based on the
licentiate thesis [X]. The introductory section gives an overview of the risk analy-
sis and management field in which the work has been carried out during my PhD
studies and a brief summary of the main contributions. The second part consists of
six included papers that constitute my main scientific contributions.

List of Included Publications

I A Review of Research on Risk Analysis Methods for IT Systems
Sardar Muhammad Sulaman, Kim Weyns, Martin Höst
In Proceedings of the 17:th International Conference on Evaluation and As-
sessment in Software Engineering (EASE’13), Porto de Galinhas, Brazil, pages
86-96, 2013.

II Risk Analysis and Management of IT Systems: Practice and Challenges
Sardar Muhammad Sulaman, Martin Höst
In Proceedings of the 15:th International Conference on Information Systems
for Crisis Response and Management (ISCRAM), Rochester, US, pages 831-
840, 2018.

III Perspective Based Risk Analysis – A Controlled Experiment
Sardar Muhammad Sulaman, Krzysztof Wnuk, Martin Höst
In Proceedings of the 18:th International Conference on Evaluation and As-
sessment in Software Engineering (EASE), London, UK, pages 47:1-47:10,
2014.

IV Comparison of the FMEA and STPA safety analysis methods – A case
study
Sardar Muhammad Sulaman, Armin Beer, Michael Felderer, Martin Höst
Software Quality Journal, “Online First”, DOI 10.1007/s11219-017-9396-0,
2017.



xii

V Identification of IT Incidents for Improved Risk Analysis by Using Ma-
chine Learning
Sardar Muhammad Sulaman, Kim Weyns, Martin Höst
In Proceedings of the 41:st Euromicro Conference on Software Engineering
and Advanced Applications (SEAA), Funchal, Madeira, Portugal, Pages 369-
373, 2015.

VI A Method for Assessing Resilience of Socio-Technical IT-systems
Finn Landegren, Sardar Muhammad Sulaman, Peter Möller, Martin Höst,
Jonas Johansson
In Proceedings of the European Safety and Reliability Conference (ESREL),
Glasgow, UK, pages 2199-2206, 2016.

In this dissertation the included papers are referred as [I], [II], [III], [IV], [V]
and [VI].

Contribution Statement
Sardar Muhammad Sulaman is the first author of all included papers except Paper
VI. He was the main inventor and designer of the studies I-V, and was responsible
for running the research processes. He also conducted most of the writing. In Pa-
per VI, Sardar Muhammad Sulaman contributed in designing the study objective,
formulation of research questions and also participated in focus group meetings
with experts to collect data.

Paper I
The systematic mapping study reported in Paper I was co-designed and carried
out with Dr. Kim Weyns and Prof. Martin Höst, but Sardar Muhammad Sulaman
wrote the majority of the paper.

Paper II
The research work presented in Paper II was planned and co-designed with Prof.
Martin Höst. Sardar Muhammad Sulaman carried out all the interviews for data
collection except one, which was in Swedish and carried out by Prof. Martin
Höst. Furthermore, Sardar Muhammad Sulaman transcribed and analyzed all the
collected data for the study and then he wrote majority of the study with assistance
from Prof. Martin Höst.

Paper III
The experiment in Paper III was conducted by Sardar Muhammad Sulaman and
Dr. Krzysztof Wnuk. The study was co-designed with Prof. Martin Höst, although



xiii

Sardar Muhammad Sulaman was responsible for the design, carrying out the ex-
periment, collection of data, and analysis of the collected data. Sardar Muhammad
Sulaman wrote the majority of the paper, with assistance from Dr. Krzysztof Wnuk
and Prof. Martin Höst.

Paper IV
Paper IV is a continuation of a study [VII], which started as a project report of
a PhD course (Safety Critical Software-Intensive Systems). The previous study
[VII] was mainly designed and carried out by Sardar Muhammad Sulaman. In
Paper IV, Sardar Muhammad Sulaman was responsible for carrying out the hazard
analysis using System Theoretic Process Analysis (STPA) and he wrote the ma-
jority of the paper. The second author, Armin Beer, was responsible for carrying
out the hazard analysis using Failure Mode and Effect Analysis (FMEA) and also
for writing the relevant parts in the study. Furthermore, Dr. Michael Felderer and
Prof. Martin Höst contributed by discussions and feedback about the application
of hazard analysis methods and by reviewing hazard analysis results.

Paper V
The work presented in Paper V was co-designed with Dr. Kim Weyns and Prof.
Martin Höst, however Sardar Muhammad Sulaman carried out all the experimental
work and also wrote the majority of the paper.

Paper VI
In Paper VI, the first author of the study, Finn Landegren, designed and developed
the simulation model and analyzed the collected data. However, Sardar Muham-
mad Sulaman participated in designing the study objective, formulation of research
questions and also participated in focus group meetings with experts to collect data
about IT systems and core network to assess their resilience. Sardar Muhammad
Sulaman also contributed in writing and reviewing the paper.



xiv

List of Related Publications
The author of this dissertation has also contributed to the following publications.
However, these publications are not included in this thesis.

VII Hazard Analysis of Collision Avoidance System using STPA
Sardar Muhammad Sulaman, Taimoor Abbas, Krzysztof Wnuk, Martin Höst
Short paper in Proceedings of the 11:th International Conference on Infor-
mation Systems for Crisis Response and Management (ISCRAM), Penn State
University, Pennsylvania, USA, pages 424-428, 2014.

VIII Development of Safety-Critical Software Systems Using Open Source Soft-
ware – A Systematic Map
Sardar Muhammad Sulaman, Alma Oručević-Alagić,
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INTRODUCTION

IT systems have become a critical part of our modern society. This evolution has
not only created new opportunities, but also new threats to our society. The pres-
ence of IT systems everywhere has made us dependent on IT systems for our daily
life. This is the case both for individuals and organizations, private as well as
public organizations. However, at the same time as the usage of, and dependence
on, IT systems increases, the number of reports of problems caused by failures
of critical IT systems has also increased [56]. The complexity of socio-technical
IT systems and our dependence on them is increasing day by day. More complex
IT systems contain more interacting components and sub-systems, which in turn
increases the probability of serious failures [49]. Moreover, failures in these com-
plex safety-critical systems are often results of multiple interacting decisions and
errors [46].

One common aspect of these failures is the trust in systems that are not suf-
ficiently dependable. The core of the problem is not that these systems suddenly
become unreliable, but that we have become critically dependent on a wide vari-
ety of systems without analyzing whether they are dependable enough and what
the consequences could be of a possible failure [56]. To prevent critical systems
from causing problems for the organizations dependent on them, risk analysis is
a necessary activity. Analysis of IT risks is getting more and more important. In
some countries, e.g., Sweden and the US, governmental authorities (central or lo-
cal) are obliged by law to regularly conduct risk and vulnerability analyses of the
critical processes and operations [67, 68, 73]. The US Department of Homeland
Security issued national strategy documents [73] for the protection of physical and
cyber infrastructures that make risk and vulnerability assessments mandatory. As
almost all societal critical processes and operations are dependent on IT systems,
this dependency requires a detailed risk analysis or management of IT systems.

Risk management (RM) is a process that identifies and assesses risks, and in-
troduces countermeasures to reduce risks to an acceptable level. It is important to
protect an organization’s ability to perform their critical processes and activities
along with its assets. A risk management process is a systematic and structured
way of ‘forward thinking’ that provides a framework to make more effective de-
cisions about an organization or system. It helps decision makers to make well



2 INTRODUCTION

informed decisions. Management of risks helps in increasing opportunities and
decreasing threats to an organization or system [30, 31].

A well-structured risk management methodology can help an organization’s
management to identify appropriate measures for providing the mission specific
control capabilities. ISO 31000 [31] suggests a few principles for effective risk
management in an organization. For example, risk management should be an inte-
gral part of an organization. It should be a part of the responsibilities of manage-
ment and an integral part of all organizational processes. It should be an embedded
activity of an organization’s culture and practices. It should be dynamic, iterative
and responsive to changes. An organization should allocate appropriate resources
for the risk management. Finally, an organization should develop and implement
strategies to improve their risk management maturity with its other aspects. Risk
management requires some input, which usually is in the form of historical infor-
mation about different incidents, expert opinions, and user’s or employee’s feed-
back, observations, and experience. Based on such information, risk analysts and
managers can forecast or predict potential risks or events that have negative ef-
fects. Input to risk management is not always accurate and is based on that one
can not foresee accurate future risks.

The increasing complexity of IT systems and our dependence on them put ad-
ditional pressure on the effectiveness of risk analysis methods. The complexity,
size, and heterogeneity of today’s IT systems demand for effective and efficient
risk analysis methods [46]. There exist a number of risk analysis methods for an-
alyzing IT systems but they are not empirically evaluated to any large extent [I].
While analyzing IT systems it is hard to decide which method is sufficiently effec-
tive and efficient and should be used. Therefore, there is a need to investigate ex-
isting risk analysis methods empirically. The work presented in this thesis mainly
focuses on improving the risk analysis process for IT systems. This research work
addresses the main research objective in the following three different ways. First,
by understanding current practices related to risk analysis of IT systems and how
they can be improved then by investigating different measures that can be used
to evaluate and compare existing risk analysis methods and finally, by suggesting
improvements in existing risk analysis methods and developing new effective and
efficient risk analysis methods to analyze critical systems.

The outline of this thesis is as follows. Part I consists of the introduction
section that presents an overview of the risk analysis and management field with a
brief summary of the research methods and main scientific contributions presented
in this thesis. Part II presents the papers that are included in this thesis.

In part I, Section 1 presents some basic terms and concepts with their interpre-
tations used in this thesis. Section 2 presents related work in the field of risk anal-
ysis and management. Section 3 presents the research objective with the research
questions. Section 4 discusses the research methods used. Section 5 presents the
summary of the included papers in this thesis. Next, Section 6 synthesizes the
results of the research carried out in this thesis. Section 7 assesses the validity
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threats. Finally, Section 8 concludes the results of this thesis and presents agenda
for the future research work.

1 Concepts and Definitions

This thesis uses a few concepts that are interpreted differently in different contexts.
To avoid confusion, their exact definitions used in this thesis are clarified in this
section.

1.1 Risk, Uncertainty, Likelihood and Consequence

In pre-industrialization societies there were no risks because during that time un-
certainties of everyday life were expressed, predicted and managed by religious
and magical beliefs e.g. fate, providence and luck [60]. In reality there were risks
but people did not think in terms of risk. In the medieval time, these beliefs were
considered a part of cosmology in which all earthly events and fate of every in-
dividual were depicted as a symbolic representation of the will of God [23, 60].
From around the turn to the 17th century, rapid development in social, economic
and intellectual life changed the way of thinking about uncertainty, future predic-
tion by laying the grounds for risk notion. In mid of 17th century, the term risk
was used first time by bringing uncertainty and time into a quantifiable relation.
The insurance domain (guarding one against uncertainty) developed and evolved
in parallel with the term risk. The main idea behind insurance was to protect
individuals from the threats of newly predictable events that were not possible to
predict before [17]. The term risk was used to predict that something might happen
instead of something will happen [60].

Today, risk is a commonly used term and everyone thinks and talks about risk
in their daily life. We all analyze risks in our daily life, for example while cross-
ing roads and driving, but that analysis is not systematic. Sometimes the word
risk is used to describe the likelihood of an event, for example “there is a risk of
rain today” but in the risk management context, risk is the likelihood of an event
combined with its potential impact.

There is no general definition for risk. According to ISO 31000 [31] risk is the
effect of uncertainty on objectives and an effect is a positive or negative deviation
from what is expected. Uncertainty (or lack of certainty) is a state or condition
that involves a deficiency of information and leads to inadequate or incomplete
knowledge or understanding. In the risk management context, uncertainty exists
whenever knowledge or understanding about an event, consequence, or likelihood
is inadequate or incomplete. Risk is defined in the Merriam-Webster dictionary1

as the “possibility of loss or injury” and hazard as a “source of danger”. Hazard,
therefore, simply exists as a source [35].

1http://www.merriam-webster.com/dictionary



4 INTRODUCTION

The definitions used in this thesis are that, risk is the chance that an unde-
sired/negative event might happen with some consequences or impact. Hazard
is a situation with potential danger to people, environment, or material. Failure
is the inability of a component or system to perform its intended function [46].
Likelihood is the chance that something might happen. It can be determined, mea-
sured or expressed subjectively or objectively (quantitatively, qualitatively or semi-
quantitatively). Consequence is the outcome of an event and has an effect, positive
or negative, on objectives or assets. A single event can be a cause of many conse-
quences with both positive and negative effects on organization’s objectives [31].

Risk analysis can be performed during development of a system or at any time
afterwards. In the ideal situation, the risk analysis should be repeated each time
major changes occur in the system or in the environment in which the system
is used. This thesis mainly focuses on risk analysis methods for operational IT
systems that do not include risk analysis methods used to analyze the project man-
agement risks in software development projects.

For managing IT system risks, one important step is to define the scope of the
system. The scope of the system contains the identification of system boundaries
along with the components and the information that constitute the system.

1.2 Risk Management

Risk management is a coordinated set of activities that are used to direct an orga-
nization to control risks that can affect its ability to achieve objectives [31]. It is
considered as an important element of good management and improved decision
making for an organization, especially regarding its delivery of critical services to
the society. More or less each department of an organization identify and manage
their potential risks iteratively, however sometimes more rigorously and systemat-
ically and sometimes less [5]. Furthermore, risk management provides assurance
that a critical system in an organization has met its stated safety and security prop-
erties, and that the system can be depended upon to deliver its intended services
in a safe manner. According to the ISO 31000 standard [31], risk management
consists of five steps as shown in Figure 1. The first three steps (context establish-
ment, risk assessment, and risk treatment) are carried out in series but steps 4 and
5 (monitoring and review, and communication and consultation) are continuously
carried out in parallel during the whole risk management process.

The first step of risk management is context establishment, which helps an or-
ganization to define its objectives with external and internal parameters. The scope
or boundaries of the organization or system being analyzed is/are also defined in
context establishment. External or internal parameters are the definition of the
key drivers, external stockholders, goals and objectives of risk management ac-
tivities, responsibilities, scope, risk assessment methodologies, relationship with
other projects or systems, and required resources etc. Then, the risk criteria are
defined at this stage which are used later to evaluate the significance of identified
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2. Risk Assessment

1. Context 
Establishment 

5. Communication and Consultation

2.1. Risk Identification

2.2. Risk Analysis

2.3. Risk Evaluation

3. Risk 
Treatment

4. Monitoring and Review

Figure 1: The risk management process according to [31]

risks. The defined risk criteria must be based on the objectives and the resources
of organization. The risk criteria consist of several factors [31]. The most impor-
tant factors are the nature and type of risks with their causes and consequences
that can occur and how they will be measured. Then the estimation (qualitative
or quantitative) of the likelihood and levels of identified risks are defined with the
definition of acceptable risks.

Risk assessment is an important step of the risk management process. It usually
deals with analysis of a system with existing measures or controls and anticipates
the weaknesses present in assessed organization or system [31]. Normally, risk as-
sessment consists of risk identification, risk analysis and risk treatment activities.
Risk identification helps risk analysts to identify potential risks with their sources.
Risk identification involves several activities, such as identification of assets, ex-
isting controls, threats, and vulnerabilities. It is recommended that in this step all
risks should be identified and considered whether or not their sources are under
the control of organization [31]. As an input it requires detailed information about
organizations or systems being analyzed. Different people with different perspec-
tives and knowledge should also be involved in the whole risk management pro-
cess, especially in this activity [III]. Risk analysis helps to develop understanding
of the identified risks. Later this understanding is used as an input to risk evaluation
and risk treatment. It takes into account the causes and sources of potential risks
with their consequences. It helps to analyze identified risks by determining con-
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sequences and their likelihood. Risk analysis can be done both qualitatively and
quantitatively. By using the output of risk analysis, different levels are assigned to
all identified risks and then prioritized risks are treated first. The risk evaluation
step evaluates identified and analyzed risks for their treatment, i.e., which risks
have highest priority to be treated. In this step the levels of identified risks must be
compared with the risk criteria established earlier during the context establishment
process. Based on the comparison further decisions are made to treat risks.

The risk treatment activity helps to modify or treat identified risks by select-
ing and implementing new controls and countermeasures from available different
options. Selection of an appropriate treatment or control depends on the balance
between the required cost and effort for implementation and the gained benefits
from it. Here, it is important to consider all direct and indirect costs and bene-
fits to estimate right balance. Risk management as a whole process addresses the
balance between the cost and benefit to increase opportunities. There are different
risk treatment options to select from, such as mitigating a risk by not starting that
specific activity or by removing a risk source, modifying a risk by changing its
likelihood and consequence, sharing a risk with third parties, and retaining the risk
by an informed decision [31].

The risk monitoring and review activities are carried out in parallel with all
other activities of risk management. They ensure that the selected risk treatments
are effective. The risk management process should be traceable and for that it
should be recorded or documented. Communication and consultation with all,
internal and external, stakeholders are important activities for the whole risk man-
agement process. Therefore, a detailed plan for communication and consultation
should be developed at an early stage with the context establishment.

1.3 Types of Risk Analysis

There are mainly two types of risk analysis methods, quantitative and qualita-
tive [I]. However, there also exists one more type that is the combination of both
quantitative and qualitative types, which is called semi-quantitative.

Quantitative analysis expresses the probability and consequences of the iden-
tified risk as numerical results. This makes it possible to calculate the relationship
between loss prevention and cost associated with proposed countermeasures. Of-
ten it is difficult to use quantitative risk analysis because it is hard to estimate the
exact probability and loss associated with each risk in numbers.

Qualitative analysis, on the other hand, uses descriptive values such as ‘high’,
‘medium’ or ‘low’ to express the probability and consequences of each risk. Both
types of risk analyses are widely used for different types of systems, and in some
cases they can be used together.

Semi-quantitative analysis, which is intermediary risk analysis technique that
classifies the probability and consequences by using quantitative categories such
as ‘financial loss between 10.000 USD and 100.000 USD’ or ‘less than once per
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100 years’. They do not require the exact estimates needed for a quantitative risk
analysis, but offer a more consistent approach than qualitative risk analysis.

1.4 IT Systems

IT System is a combination of hardware, software, data-bases, infrastructure and
IT support organized to facilitate decision making in an organization. Hardware
includes physical components such as hard drives, processors, and input and out-
put devices. Software consists of the operating system, compilers and applications.
Infrastructure means communication channels such as wireless connections, net-
work cables and telephone lines. Databases save interrelated data used by different
application software. Finally, IT support consists of help facilities provided for the
proper functioning of IT system, such as IT support personnell, manuals, docu-
mentation or trainings [74]. It can be defined as:

“An information system is a set of interrelated components that collect, pro-
cess, store, and distribute information to support decision making, coordination
and control in an organization. In addition, it also helps management to analyze
problems and visualize complex subjects” [44].

Critical IT systems are systems that provide or support critical services to the
society, e.g., water supply, power supply, transportation, and failures of these sys-
tems have serious and negative effects on society. The Swedish Civil Contingen-
cies Agency (MSB) has given examples of critical services or infrastructures [40]:

• Telecommunication

• Data communication

• Electrical power supply

• Health care

• Water supply and district heating

• Provision of fuels

• Transport and distribution

• Police services, emergency management

• Financial services

• Critical governmental services

Afore-mentioned services or infrastructures are directly or indirectly depen-
dent on IT systems and failures of these systems have direct negative effects on
society. The consequences of IT system failures could be stoppage or disruption
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of the functions of critical services, i.e., transportation services, data communica-
tion, emergency services, etc. These critical services are dependent on each other.
For example, if one service (transportation or electrical power) stops working it
will directly or indirectly affect other services (emergency services, postal, data
communication, water supply, etc.). Therefore, risk analysis of these IT systems
is very important for proper functioning of societal critical services.

1.5 Crisis Management

Crisis management is a systematic process that deals with the preparations and
response to a crisis situation. The Swedish Civil Contingencies Agency (MSB),
defines a crisis situation2 as [74],

“an event that affects many people and threatens the basic values and functions
of society. A crisis3 is a condition that can not be handled with normal resources
and organization. Resolving a crisis requires coordinated action by several ac-
tors.”

Crisis management is normally divided into four main activities such as, mit-
igation, preparedness, response, and recovery. The mitigation and preparedness
activities of crisis management are carried out before the happening of a crisis sit-
uation. The response and recovery activities of crisis management are carried out
during or after a crisis situation. The mitigation activity attempts to reduce the
likelihood and/or consequences of unwanted/undesired events. The preparedness
activity deals with the development of an emergency plan. These two activities
involve risk and vulnerability analysis to estimate likelihood and/or consequences
of unwanted events that help to develop an emergency plan. The response activ-
ity of crisis management consists of emergency actions and resources that help
to mitigate or decrease the effects of crisis on society. After a crisis situation,
the recovery activity deals with the restoration of society to its normal or desired
situation [34, 74].

2 Related Work

This section presents research literature related to the work carried out in this the-
sis. This thesis mainly presents research in three parts i.e. 1) understanding current
research literature and practice about risk analysis, 2) evaluation and comparison
of different risk analysis methods, and 3) improvements in the risk analysis pro-
cess.

2https://www.msb.se/en/About-MSB/Crisis-Management-in-Sweden/
3http://www.krisinformation.se
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2.1 Existing Risk Analysis Standards, Methods and Prac-
tices

There exist different national and international high-level frameworks for informa-
tion technology risk management and assessment. Such frameworks have for ex-
ample been published by the International Organization for Standardization (ISO),
such as ISO/IEC 27005 [30] and ISO/IEC 27002 [29], by national governmental
organizations, such as the National Institute of Standards and Technology (NIST)
[70] or the British Central Communication and Telecommunication Agency (CCTA)
[9], by non-governmental organizations such as Club de la Sécurité del’ Informa-
tion Français (CLUSIF) [50] or by research institutes such as the Carnegie Mellon
Software Engineering Institute (SEI) [3]. A detailed comparison of some of these
frameworks is conducted by ENISA [14] and Syalim et al. [72].

There also exist a number of low-level risk analysis methods for technical sys-
tems in general or for IT systems in particular [I]. Some of the most well-known
methods are Fault Tree Analysis (FTA) [15], Failure Mode and Effect Analysis
(FMEA) [52] and Hazard and operability study (HAZOP) [58]. Some of the frame-
works mentioned above specifically recommend one or more of these risk analysis
methods. FTA, FMEA, and HAZOP risk analysis techniques are considered the
most commonly used.

FTA is a top-down risk or hazard analysis method. It uses a deductive approach
and carried out by repeatedly asking: how can this (a specific undesirable event)
happen? and what are the causes of this event? It consists of a logical diagram
that shows the relation between the system components and their failures. Ericson
[15] presented a review of the research performed on FTA with its advantages and
shortcomings.

FMEA is a risk and hazard analysis technique that can be applied as both a
top-down and a bottom-up approach [52]. The top-down approach (usually func-
tion oriented) is mainly used in an early design phase before deciding the whole
system structure. The bottom-up approach is used when a system concept has been
decided. Moreover, as a bottom-up approach, FMEA can augment or complement
FTA and identify many more causes and failure modes. Grunske et al. [22] intro-
duced an extension to conventional FMEA, named probabilistic FMEA. It has the
advantage of formally including rates at which component failures can occur. This
method helps safety engineers to formally identify if a failure mode occurs with a
probability higher than its tolerable hazard rate.

HAZOP is a qualitative risk analysis technique commonly used in the planning
phase in system development. It identifies risks by analyzing how a deviation can
arise from a design specification of a system. It is used to identify the critical
aspects of a system design for further analysis. It can also be used to analyze an
operational system. A multi-disciplinary team of 5 to 6 analysts lead by a leader
usually carries out the HAZOP analysis. The HAZOP team identifies different
scenarios that may result in a hazard or an operational problem, and then their
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causes and consequences are identified and analyzed [49].
Leveson [46] proposed a hazard analysis technique, named System Theoretic

Process Analysis (STPA) that considers safety as a control problem rather than
a component failure problem. It focuses on analyzing the dynamic behavior of
system and therefore provides significant advantages over the traditional hazard
analysis methods. STPA is a top-down method, just like the FTA method. How-
ever, STPA uses a model of the system that consists of a functional control diagram
instead of a physical component diagram [47].

2.2 Evaluation and Comparison of Risk Analysis Meth-
ods

There exist some studies that have evaluated and compared different risk and haz-
ard analysis methods. For example, Stålhane and Sindre [71] performed a compar-
ison of two safety analysis methods, MisUse Case (MUC) method and FMEA. The
MUC method was originally proposed for eliciting security requirements [69], but
it has also been used for safety analysis. The MUC method was developed by the
software community as an alternative to FMEA and HAZOP. Both methods were
compared in an experiment to investigate which method is better than the other
for identifying failure modes and if one of the methods was easier to learn and to
use. The authors concluded that when the system’s requirements are described as
use cases, MUC is better than FMEA for analyzing failure modes related to user
interactions. Furthermore, FMEA is better than MUC for analyzing failure modes
related to the inner working of the system. The authors also concluded that MUC
will create less confusion and in general be easier to use than FMEA.

Yu et al. [78] compared and discussed three well known risk analysis methods
by applying them on a box fan, FMEA, AFMEA (Advanced Failure Mode and
Effect Analysis) [16], and FTA. The authors presented the advantages and disad-
vantages of these methods and concluded their study with an attempt of combining
both deductive (top down) and inductive (bottom up) risk/safety analysis methods.

Abdulkhaleq and Wagner [1] performed a controlled experiment with 21 grad-
uate and undergraduate students to compare three safety analysis techniques (FTA,
FMEA and STPA) with regard to their effectiveness, applicability, understandabil-
ity, ease of use and efficiency in identifying software safety requirements at the
system level. The authors concluded that STPA seems to be an effective method
to identify software safety requirements at the system level. In particular, STPA
addresses more different software safety requirements than the traditional tech-
niques FTA and FMEA. However, the authors did not find any statistically signif-
icant difference in the applicability, understandability and ease of use of the three
techniques. The authors also mentioned that STPA requires more time to carry out
an analysis by safety analysts with little or no prior experience.

Ishimatsu et al. [28] compared the STPA hazards analysis results with the FTA
analysis results that were used to certify the H-II Transfer Vehicle (HTV). The
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HTV is an unmanned cargo transfer spacecraft that is launched from the Tane-
gashima Space Center aboard the H-IIB rocket and delivers supplies to the inter-
national space station (ISS). In the development of the HTV the potential HTV
hazards were analyzed using FTA and during the analysis the NASA safety re-
quirements were also considered. After comparison of the results, the authors
concluded that STPA identified all the traditional causes of losses identified by
FTA and FMEA, but it also identifies additional causes. The additional factors
include those that cannot be identified using fault tree analysis, including software
and system design as well as system integration.

Fleming et al. [18, 19] analyzed the NextGen In-Trail Procedures (ITP) appli-
cation by using the STPA analysis method and compared its results with the official
NextGen ITP application analysis [62]. NextGen is the next generation of air traf-
fic management systems that contains In-Trail Procedures application. ITP is an
application of Automatic Dependent Surveillance-Broadcast (ADS-B) that allows
aircraft to change flight levels in areas where current radar separation standards
would prevent desirable altitude changes [24]. To summarize, ITP helps to in-
crease operational efficiency and throughput in oceanic airspace [19]. The authors
concluded that STPA found more potential causes of the hazards considered (vi-
olation of separation requirements) than the traditional hazard analysis performed
on ITP [62]. In the comparison, the authors identified 19 safety requirements that
were not in either of the two official NextGen analysis documents.

Moreover, Fleming et al. [18, 19] also compared STPA with bottom-up and
other top-down analysis techniques. According to the authors, bottom-up analysis
methods e.g. FMEA, start by identifying all possible failures. This list can be very
long if there are a lot of components and all the permutations and combinations of
component failures are considered. However, STPA only identifies the failures and
other causes that can lead to a system hazard and does not start by identifying all
possible failures. Moreover, in the top-down STPA analysis approach, the analyst
can stop refining causes at the point where an effective mitigation can be identified
and does not go down any further in detail. The analyst only has to continue
refining causes if an acceptable mitigation cannot be designed. That is the major
difference between STPA and FMEA (and any other bottom-up technique), which
explains the differences in time and effort required [18, 19].

Furthermore, Nakao et al. [55] evaluated STPA in a case study where it was
applied on an operational crew-return vehicle design. The authors conclude that
with STPA it is possible to recognize safety requirements and constraints of the
system before the detailed design.

That is, it is interesting to investigate and evaluate the main differences in
traditional and new methods e.g. STPA, and Perspective Based Risk Analysis
(PBRA) and also the types of hazards identified by them.
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2.3 Improvements In The Risk Analysis Process

To improve the risk analysis process, researchers and practitioners have introduced
some improvements in the current risk analysis practices. For example, to tackle
the lack of information in early design problem, Johannessen et al. [33] proposed
an actuator-based approach for hazard analysis. This approach is a logical ap-
proach for an early hazard analysis when only basic or limited information about
the system is available. Such an approach is beneficial as major hazards can be
identified in an early stage based on their criticality. Gleirscher [20] suggested
a framework for hazard analysis for software-intensive control parts of technical
systems, and exemplified on a commercial road vehicle in its operational context.

Yoran and Hoffman [77] proposed the Role-Based Risk Analysis (RBRA)
method that defines roles and identifies actors before performing risk analysis ac-
tivities in order to reduce the set of vulnerabilities and controls to those appropriate
to a given role. RBRA was presented on an illustrative example from the computer
software engineering domain but not experimentally investigated. Leveson [46]
and McDermott et al. [52] advocated to involve various perspectives during risk
analysis, also from external organizations. The idea of using perspectives is not
new, it is always recommended, in almost all risk analysis methods, to have ex-
perts with domain knowledge while performing risk analysis. Perspectives were
utilized for reading software engineering artifacts with the purpose of improved
defect identification [4, 59]. Perspective-based reading was also applied for object
oriented design inspections [64], code reviews [41] and usability inspections [79].
Different perspectives, e.g., developers, testers and domain experts are often in-
volved in requirements elicitation. This results in increased quality of elicited
requirements and often uncovers new requirements based on various views and
perspectives.

In this thesis, we presented an improvement in the risk analysis process as a
prototype of a system that saves historical risk information to be used later in risk
analysis [V]. Here, the research presented is carried out using the text classification
and information filtering techniques. A number of studies have discussed text
classification in general and presented results by using different machine learning
algorithms. For example, Sebastiani et al. [66] present an overview of different
available machine learning approaches for automatic text classification. In the
study, the authors discuss different methods, their applications, their effectiveness
and recent progress that has been made in the field.

To suggest improvements in the current practices of risk analysis and manage-
ment for IT systems we carried out an exploratory study [II]. There are some stud-
ies that discuss and present the current practices of risk analysis and management
in different domains [25, 51, 54] but not for IT systems. For example, Murdock et
al. [54] present the lessons learned and best practices for risk management for de-
veloping an enterprise-wide risk management framework. Henschel presents the
current state of risk management practices in German SME:s through the studies
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based on questionnaires and interviews [25].
To summarize, most of the presented research on available methods and frame-

works for risk analysis and management is of normative nature that guide how one
should carry out risk analysis and management. However, it is not sufficiently in-
vestigated how different organizations are actually carrying out risk analysis and
management. There is a need for empirical investigations about the current prac-
tices of risk analysis and management for IT systems in large-scale organizations.
This way, the risk analysis process can be improved further by knowing more about
the current practices and existing challenges.

3 Research Overview

The research presented in this thesis was carried out as a part of PRIVAD, Program
for Risk and Vulnerability Analysis Development, program funded by the Swedish
Civil Contingencies Agency (MSB). The overall objective of the PRIVAD program
is to develop tools and methods to improve risk and vulnerability assessments at
all levels of society. The research objective of this thesis is to evaluate and improve
the analysis process of risks pertaining to IT systems in large-scale organizations.
To address the main research objective, the research in this thesis is carried out in
the following three ways.

First, the research is carried out to understand current literature and practices
related to risk analysis of critical IT systems. There exist a number of risk anal-
ysis methods for technical systems consisting of mechanical parts. However, the
failure behavior of information systems is typically very different from mechani-
cal systems. Therefore, risk analysis of IT systems requires different risk analysis
techniques, or at least adaptations of traditional methods. This means that there is
a need to understand what types of methods are available for IT systems and how
they can be improved.

Then, the research is carried out to evaluate and compare existing risk analysis
methods. As there exist a number of risk analysis methods, there are still a number
of uncertainties when it comes to what risk and hazard analysis method to apply
in a given situation. By comparing and evaluating different existing risk analysis
methods empirically it can help in deciding which method should be used in a
given situation.

Finally, the research is carried out to suggest improvements in the risk anal-
ysis process and to develop new effective and efficient risk analysis methods to
analyze IT systems. As we know, the dependence on IT systems in large-scale or-
ganizations is very crucial. Failures of these systems or services have serious and
negative effects on society. In general, governmental organizations are responsible
for delivery of these services to society. Therefore, analyzing risks of IT systems
and later mitigating identified risks decreases potential threats that are faced by the
society.
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3.1 Research Questions
The research objective is divided into the following more detailed research ques-
tions:

RQ1: What is the current state of the risk analysis research and practice?

RQ1.1: What risk analysis methods and approaches exist for analyzing IT
systems? Is there any empirical research that compares or evaluates
existing risk analysis methods?

RQ1.2: What are the current practices of risk analysis and management for
IT systems in large-scale public organizations and what are the main
challenges in carrying out risk analysis?

RQ2: How can we evaluate the effectiveness and efficiency of a risk analysis
method?

RQ2.1: How can we evaluate and compare different risk analysis methods
and what comparative attributes of the risk analysis methods should be
used for this?

RQ2.2: How can we assess the resilience of critical IT systems and net-
works that can help to determine how dependable a typical system or
network is?

RQ3: How can we improve the risk analysis process?

RQ3.1: Can the use of different perspectives in risk analysis improve the
risk analysis process?

RQ3.2: How can we identify and save historical information about IT in-
cidents to improve the risk analysis process?

RQ3.3: How can the risk analysis practices be improved in large-scale
governmental organizations?

RQ1 summarizes the existing risk analysis methods and the main empirical re-
search that has been conducted in the area of risk analysis for IT systems. Further-
more, it will also give an idea about how practitioners working with risk analysis
are carrying out risk analysis and what are the challenges that they are currently
facing. By having more knowledge about this we can determine how well they
are analyzing critical IT systems and how we can further improve risk analysis
methods.

RQ2 gives a basis for evaluation and comparison of different risk analysis
methods. Since there exist different risk analysis methods, it is difficult to know
which method should be used in a given situation. When it comes to evaluation
and comparison of exiting risk analysis methods to know which method is better
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then it is not clear what measures should be used to evaluate or compare these
methods. Therefore, it is important to investigate different measures, both quan-
titative and qualitative, that can be used to evaluate and compare different risk
analysis methods. It is interesting to investigate because it can help to determine
how dependable an IT system is.

RQ3 is addressed by suggesting improvements in the risk analysis process in
the following ways. To improve risk analysis and management, the use of differ-
ent perspectives has been suggested [2,6,30,46,52,70,77] but it is not empirically
assessed. Therefore, it is important to empirically assess the potential of different
perspectives in risk analysis and management processes. After this, another poten-
tial improvement is suggested to answer RQ3 by an evaluative investigation. Then,
based on the investigation of the current practices of risk analysis and management
of IT systems (RQ1) a set of potential improvements are presented and validated
to answer RQ3.

4 Research Method
The research presented in this thesis is based on empirical research, which is a
way to obtain knowledge through observation and measurement of a phenomenon.
The research questions in empirical research are related to the class of knowledge
questions, i.e. the questions are focused on the observable and measurable state of
the world [12]. This section gives an overview of the research methods applied in
our empirical studies.

Research studies have different research objectives and aims, and there is not
a single research strategy that fits them all. Runeson et al. [63] list four purposes
for research in software engineering, adapted from Robson [61]:

• Exploratory – discovering what is happening, pursuing new insights, and
generating ideas and hypotheses for future research.

• Descriptive – characterizing the current status of a phenomenon or situation.

• Explanatory – seeking an explanation for a phenomenon, often in the form
of a casual relationship.

• Improving – attempting to improve certain aspects of a phenomenon, and
to evaluate the effect of improvement proposals.

The papers included in this thesis are either exploratory or of improving and
evaluative nature.

In exploratory research the aim is to understand, with more or less prejudice,
a specific phenomenon [61]. It is typically carried out in early stages of research
projects and tries to achieve initial understandings of a phenomenon, usually from
rich qualitative data [13]. Exploratory research is commonly used to find research
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gaps and to guide further research. It helps to design future studies with their data
collection methods and sample selections. Papers I and II are both of exploratory
research strategy type. Paper I summarizes the risk analysis methods for IT sys-
tems presented in the scientific literature and Paper II explored the state of practice
of risk analysis for IT systems in large scale public organizations.

In improving research the aim is to improve the current state of practice of a
phenomenon. An important part of improving research is the evaluation. In evalu-
ative research part the aim is to assess the effects and effectiveness of innovations,
interventions, practices etc. [61]. It involves a systematic collection of data, which
can be of both of qualitative and quantitative type, and a rigid analysis and inter-
pretation. Paper III presents a new risk analysis method, Perspective Based Risk
Analysis (PBRA) that is of improving research strategy type, which is evaluated
by a controlled experiment. Paper IV presents an evaluation and comparison of
two risk analysis methods, Failure Mode and Effect Analysis (FMEA), and Sys-
tem Theoretic Process Analysis (STPA). Paper V proposes a method for automatic
identification of relevant text that is of improving research type and then it presents
an evaluation of the proposed method. Furthermore, Paper VI presents an evalua-
tion of a method for assessing resilience of IT systems.

4.1 Empirical Research Methods

When designing an empirical study, the researcher needs to find an appropriate
balance between the level of control and the degree of realism [63]. Studying
phenomena in a real-world setting means less control of the involved variables,
and often there are several confounding factors to conclude casual relationships.
When isolating real-world phenomena on the other hand, e.g., by increasing the
control i.e subjects in lab environments (controlled experiments), there is a risk
that the software engineering aspect under study becomes less representative of
real-world setting [13]. Here, the researcher needs to have an appropriate balance.

The data collected in an empirical research study are either of quantitative
or qualitative type. Quantitative data constitute numbers obtained from measure-
ments, and generally their purpose is to answer questions about the relationships
between variables. On the other hand, qualitative data involve words, descriptions,
pictures, etc. While quantitative data provide ‘exactness’, qualitative data instead
offer ‘richness’ [63], which helps a researcher to understand a phenomenon beyond
numbers. In software engineering research, qualitative data are often collected us-
ing interviews. Analysis of quantitative data is based on statistics, and analysis of
qualitative data is carried out using categorization and sorting. Moreover, analy-
sis of qualitative data is based on the researcher’s interpretation, therefore special
measures are needed to mitigate biased conclusions. However, quantitative and
qualitative data are of different nature. Therefore, research studies that use both
quantitative and qualitative data reach the strongest conclusions by providing both
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‘exactness’ and ‘richness’ [63, 65]. It is also called triangulation that is collecting
data from multiple sources to improve validity [13].

The research process of empirical studies can be characterized as fixed or flex-
ible design [61, 63, 76]. Fixed designs are pre-specified and require enough pre-
understanding of a phenomenon to know what to do, and how to measure it, al-
ready when the study is initiated. Studies relying on quantitative data are often
of a fixed design. Flexible designs on the other hand, allow the study design to
evolve while data is collected. The collection and analysis of data is intertwined,
and both research questions and data sources may be adapted to the circumstances
of the study.

Empirical research studies, both fixed and flexible, can be carried out using
different research methods. Easterbrook et al. [13] identified five research methods
as the most important and applicable in software engineering:

• Experiments – testing hypotheses by manipulating independent variables
and measuring the effect on dependent variables.

• Case studies – investigating a contemporary phenomenon with in its real-
life context.

• Surveys – identification of population characteristics by generalizing from
a sample.

• Ethnographies – understanding how a community of people make sense of
their social interactions.

• Action research – attempting to solve a real world problem by intervention,
while simultaneously studying the experience of solving the problem.

In this thesis we did not use the ethnography and action research methods.
The other three methods ‘experiment’ used in Paper III, ‘case studies’ used in
Paper IV-VI and ‘survey’ used in Paper II are further described in the remainder
of this section. Moreover, this thesis uses the ‘qualitative survey’ research method
instead quantitative survey as discussed by Jansen [32]. This thesis also uses the
‘focus group’ research method for validation of the suggested improvements for
the risk analysis process that is also briefly described in the remainder of this
section. Furthermore, Paper I presents a systematic mapping study that is carried
out by using the ‘systematic literature review (SLR)’ research method, which is
also described briefly later in this section.

An experiment (or controlled experiment) is a commonly used research method
in software engineering research to investigate the cause-effect relationships of
different methods, techniques or tools. In experimentation research different treat-
ments are applied to, or by, different subjects, while other variables are kept con-
stant, and the effects on outcome variables are measured [75].
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A case study in software engineering is conducted to understand a phenomenon
within its real-life context. Such a study draws on multiple sources of evidence to
investigate one or more instances of the phenomenon, and the research method is
especially applicable when the boundary between the phenomenon and its context
cannot be clearly defined. According to Runeson et al., the case under study can be
any contemporary software engineering phenomenon in its real-life setting, e.g., a
group of people, a process, a specific role, or a technology [63]. Case studies are
often conducted to explore a phenomenon, but they can also be confirmatory, i.e.,
designed to test existing theories [13]. In a case study, researchers also distinguish
between the case(s) and the unit(s) of analysis [76]. In a holistic case study, the
case is studied as a whole. On the other hand, in an embedded case study multiple
units of analysis are studied within a case, e.g., different development sites, teams,
or roles in an organization. Moreover, a case study can be characterized as a
single-case study, or a multiple-case study if two or more cases are studied within
different contexts [63].

The basic idea of the survey method is to collect information from a group of
people by sampling individuals from a large population. Since the method relies
on sampling, it is typically carried out by first planning and then carrying out
the study according to the plan (i.e. a ‘fixed design’ according to Robson [61]).
According to Easterbrook [12] the survey method is applied when characteristics
of a broad population of individuals need to be identified. The survey data needs to
be collected from a representative sample of a well defined population. However,
in this thesis (Paper II) the qualitative interview research method [7] in the form of
a qualitative survey based on the discussions by Jansen [32] is used. According to
Jansen [32], the qualitative survey analyses the diversity of member characteristics
within a population as opposed to the statistical survey that analyses frequencies
in member characteristics in a population.

The focus group sessions have a moderator in a similar way to semi-structured
interviews, i.e. predefined questions were used as a guiding framework in leading
the discussions. All participants of a focus group session are allowed to freely
express their opinions within the scope of the targeted topics and researchers can
ask follow-up questions. The suggestions for improving the risk analysis process
presented in the introduction section of this thesis are validated in a focus-group
meeting. According to Kontio et al. [39], the focus group method is an effective
method to obtain qualitative insights and practitioners feedback. The focus group
research method has been applied to obtain qualitative insights and feedback of
practitioners e.g. [26].

A Systematic Literature Review (SLR) is a secondary study aimed at aggre-
gating a base of empirical evidence. It is inspired by evidence-based medicine.
SLRs rely on a rigid search and analysis strategy to ensure identification of a com-
prehensive collection of evidence related to a specific question [37]. A variant of
an SLR is a Systematic Mapping Study, a literature study designed to identify re-
search gaps and direct future research [38, 57]. Paper I is a systematic mapping
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study about the risk analysis methods for analyzing IT systems.

4.2 Classification Of The Included Papers

This thesis mainly contains exploratory and improving (or evaluative) empirical
research, based on studies using systematic mapping study, qualitative survey, con-
trolled experiment, case study and focus group research methods. An overview of
the research methods used in the included papers with their research purposes is
shown in Table 1.

Paper I presents a systematic mapping study that is carried out as exploratory
research. A mapping study reviews a broader topic and classifies the primary re-
search papers in that specific domain. It has high level (generic) research questions
and include issues such as which sub-topics have been addressed, what empirical
methods have been used. In general, it helps to find what research has been done
in a specific topic area by providing an overview of the literature in that topic
area [36]. On the other hand, the goal of a systematic literature review (SLR) is to
analyze and aggregate the base of empirical evidence [37]. An SLR has specific
research questions (related to outcomes of empirical studies) that can be answered
by empirical research. It also has a focused scope and uses a stringent search strat-
egy. Moreover, the quality evaluation of the results is very important for an SLR.
Finally, unlike mapping studies, in SLR the found results are aggregated to answer
specific research questions (for more details see [36] table I).

Paper II presents research that is carried out by using a qualitative interview
research method [7] in the form of a qualitative survey, based on the discussions by
Jansen [32]. According to Jansen [32], the qualitative survey analyses the diversity
of member characteristics within a population as opposed to the statistical survey
that analyses frequencies in member characteristics in a population. Based on this,
Paper II focuses on the diversity in experiences of the interviewees regarding risk
analysis and management rather than frequencies of their opinions.

Paper III presents results of improving and evaluative research carried out
based on a controlled experiment as research method. Experiments (or controlled
experiments) are used in software engineering research to investigate the cause-
effect relationships of different methods, techniques or tools.

Paper IV presents the results of a case study that is carried out as evaluative
research. It presents an evaluation and comparison of two well-known and widely
used risk analysis methods, System Theoretic Process Analysis (STPA) and Fail-
ure Mode and Effect analysis (FMEA), by using qualitative measures. The used
primary data was of third degree [45], which is taken from the published literature
and system description of qualitative nature.

Paper V presents a case study that is carried out as improving research. The
research in Paper V was initiated by an idea of automatic identification of IT in-
cidents reported in online news sources that can later be used for risk analysis.
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Table 1: Research purpose and methods used in the included papers
Work Research purpose Research method
Paper I Exploratory Systematic mapping study
Paper II Exploratory Qualitative survey
Paper III Improving and Evaluative Experiment
Paper IV Evaluative Case study
Paper V Improving and Evaluative Case study
Paper VI Evaluative Case study

This way, by having historical information of already happened IT incidents, risk
analysis and management practices can be improved.

Paper VI presents a case study that is carried out as evaluative research. In
this study, a simulation based method was evaluated by applying it on a real IT
system with its core network to assess its resilience. The method for evaluation of
resilience had previously been employed on an electricity network [42] and found
to be beneficial for assessing resilience of electricity.

5 Summary Of The Included Papers
This section summarizes the main contributions of the work carried out in this
thesis. The detailed results and conclusions can be found at the end of this thesis
(appended papers).

Paper I: A Review of Research on Risk Analysis Methods
for IT Systems
We present a systematic mapping study on risk analysis methods for IT systems. A
mapping study identifies research gaps and clusters of evidence in order to direct
future research. In an initial database search carried out on 23 May 2012, 1086
unique articles were identified. Then 57 out of 1086 papers were identified as
relevant for this study. The same search query was used again on 12 April 2017
to update the mapping study by finding the newly published relevant literature
between 2012-2017. It retrieved 363 articles. Then 6 out of 363 articles were
identified as relevant for this study. The total number of identified articles relevant
for this study became 63.

The main results of this study show that most of the discussed risk analysis
methods are qualitative and not quantitative, and that most of the risk analysis
methods that are presented in these papers are developed for IT systems in gen-
eral and not for specific types of IT system. It is found that most articles focus
on proposing new methods, frameworks and models for risk analysis. Only few
papers focus on already available, and thereby maybe already known, methods.
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Based on the findings of this mapping study a number of areas for further
research are identified. There is a need to evaluate already available methods. This
can for example be carried out as studies where different types of methods are
compared in controlled experiments. We did not find many articles comparing
available risk analysis methods, which is one reason that we argue there is a need
for this kind of research. We also believe that there is a need to further investigate
the whole risk management process in longer case studies, where actual cases of
risk management are investigated in practice.

Paper II: Risk Analysis and Management of IT Systems:
Practice and Challenges

We used a semi-structured interview method [61] to investigate the current prac-
tices of risk analysis with experts having responsibilities of risk analysis of IT
systems in large-scale public organizations. In total 5 persons responded that they
were willing to participate in the study. Then, the interviews were conducted over
a period of about four months and recordings were transcribed for further analysis.
After this, a set of codes based on the research and interview questions was first
produced and then iteratively updated during the analysis.

Risk analysis is important for safety-critical IT systems and services in both
public and private organizations. A number of risk analysis frameworks have been
defined and they are adapted by different organizations to different extent. How-
ever, the actual practices and the challenges of risk analysis in these contexts have
not been fully explored. In this study, several factors were investigated regarding
the current practices and existing challenges of risk analysis and management e.g.,
its importance, identification of critical resources, definitions of roles, involvement
of different stakeholders, used methods, follow-up analysis. Furthermore, this
study also investigates existing challenges in the current practices of risk analysis.
A number of challenges are identified, e.g., that risk analysis requires competence
both about the risk analysis procedures and the analyzed system, and to follow-up
and repeat a risk-analysis that is conducted.

Paper III: Perspective Based Risk Analysis – A Controlled
Experiment

In this paper, we present the results from a study designed to experimentally as-
sess the potential of perspectives in risk management and therefore further exper-
imentally explore the suggestions given in previous work [2, 6, 30, 46, 52, 70, 77].
In this paper we investigate the effectiveness of Perspective-Based Risk Analy-
sis (PBRA) compared to Traditional Risk Analysis (TRA). Involving perspectives
into risk analysis brings a potential to increase the efficiency of the risk analysis
and confidence in the identified risks. A controlled experiment was designed and
carried out. 43 subjects performed risk analysis of a software-controlled train door
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system using either PBRA or TRA. We measured the efficiency of the methods by
counting the number of relevant and non-relevant risks and we used a question-
naire to measure the difficulty of the methods and the confidence of the subjects
in the identified risks. In the experiment results some potential benefits of us-
ing perspective-based risk analysis are uncovered and confirmed. We found that
PBRA helps to identify more relevant risks than TRA. In particular, it was discov-
ered that PBRA is more effective than the traditional method and identifies more
relevant risks.

Paper IV: Comparison of the FMEA and STPA safety anal-
ysis methods – a case study

In this paper, we compare two existing risk analysis methods, Failure Mode and
Effect Analysis (FMEA) and System Theoretic Process Analysis (STPA). This
study compares both methods by comparing the hazards type identified by these
methods. Five hazard types were defined to analyze the identified hazards by both
methods. These are component interaction, software, component failure, system
type, and human error hazards. Then, we compared the causal factors for identi-
fied hazard by both methods. Furthermore, we also evaluated the analysis process
of both methods by using a set of qualitative criteria, derived from the Technology
Acceptance Model (TAM) [10, 11]. For this, steps of both methods are mapped
to each other to find the common steps. Then, we compared the mapped common
steps of both methods based on the qualitative criteria derived from TAM. Here,
it should be noted that this study does not aim at comparing both methods quan-
titatively, but instead to understand the differences through a qualitative analysis.
That is, we investigate both methods qualitatively by analyzing hazard analysis
results and the process of analysis.

It can be observed that almost all types of hazards that were identified in the
study were found by both methods. That is, both methods found hazards classi-
fied as component interaction, software, component failure and system type. The
findings of this study regarding the identification of causal factors of the identified
hazards reveal that STPA is better than FMEA. Here, a potential reason to result
in more complete result is that STPA has a structured process to follow in doing
the analysis and to identify causal factors. To summarize, FMEA takes the archi-
tecture and complexity of components into account, whereas STPA is stronger in
finding causal factors of identified hazards. It can be concluded that none of the
methods in this study was effective enough to find all identified hazards and their
causal factors, which means that they complemented each other well in this study.
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Paper V: Identification of IT Incidents for Improved Risk
Analysis by Using Machine Learning

We present a prototype solution of a system that automatically identifies infor-
mation pertaining to IT incidents, from texts available online on Internet news
sources, that have already happened. This way IT incidents can be saved auto-
matically in a database and the saved information can be used as an input to risk
analysis. By having an overview of already occurred IT incidents, the risk anal-
ysis process can be improved, which is an essential activity for development and
operation of safe software-intensive system. However, historical data about such
unwanted events is not easily accessible and it is not available at a single place.

In this study for the proposed prototype solution, two datasets were manually
classified. One dataset was used for training and the other dataset was used for
evaluation. In this study 58% of the texts that potentially can contain information
about IT incidents were correctly identified from an experiment dataset by using
the presented method. It is concluded that the identifying texts about IT incidents
with automated methods like the one presented in this study is possible, but it re-
quires some effort to set up. This way, by having historical information of already
happened IT incidents, risk analysis and management practices can be improved.

Paper VI: A Method for Assessing Resilience of Socio-
Technical IT-systems

A simulation based method for resilience of IT networks is evaluated. Simulation-
based methods that consider supply network topology as well as system responsi-
ble for repairing supply networks have previously been used and found to be ben-
eficial for assessing resilience of electricity and water distribution systems [43].
Here, IT system and networks are studied as a socio-technical system, broadly
understood as a system whose functionality is dependent on technical as well as
organizational sub-systems. The aim of this study is to test if such a method is
applicable for assessing resilience of IT-systems, meaning that: 1) it is possible to
use based on available data, in this case gathered mainly through interviews with
focus groups, 2) the results are relevant for users, owners and maintainers. This
study was conducted in the following three main steps and they were carried out
in a sequence. In step 1, data was collected from the case organization. In step
2, the model was used with the data that was collected in the previous step. In
step 3, results from applying the model were presented to the organization and the
researchers actively asked for information about the usefulness of the results.

The method was tested in a case study on the IT-network of one department
of Lund university as well as the university core network. Results show that the
method is applicable for the studied IT-network and that we can obtain the re-
silience metrics sought for. It is found that the method can enable system owners
to see if and for what levels of strain they are presently reaching their desired tar-
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gets concerning system resilience. Regarding the relevance of the method, feed-
back from system experts indicates that the method might primarily be useful for
IT-systems whose failure would result in large economic losses (e.g. IT-systems
of financial organizations) or lead to loss of health or safety (e.g. IT-systems of
governmental organizations and hospitals).

6 Synthesis

This section summarizes the main results in relation to the research questions and
included studies. Moreover, the main validity threats to the results are discussed
for each study. More detailed descriptions of the results with their validity assess-
ment for each study can be found in the respective papers. Figure 2 shows the
relationship between the research objective, research questions and the included
papers.

RQ1: What is the current state of the risk analysis re-
search and practice?

Regarding RQ1, we investigated the current state of the risk analysis research that
is explained below in the sub research questions.

RQ1.1: We investigated what risk analysis methods and approaches exist for
analyzing IT systems. Moreover, we also investigated if there is any empirical
research that compares or evaluates existing risk analysis methods. RQ1.1 has
two parts and both parts are addressed by Paper I. In Part I, existing risk analysis
methods or techniques for analyzing IT systems were identified and investigated.
57 studies were identified in the mapping study that present different, existing or
new, risk analysis methods. A majority of the identified studies focus on presenting
new risk analysis methods. The main focus of this part is on types of IT systems for
which risk analysis methods are presented and also types of risk analysis methods
(quantitative or qualitative).

In the second part of RQ1, the focus was on research that compares differ-
ent risk analysis methods empirically (controlled experiments or case studies) and
concludes which methods are more effective. We found that the majority of the
identified studies present non-empirical research. This study identified 36 studies
presenting analytical (non-empirical) research and 21 studies presenting empirical
research (case studies). None of the identified studies present research conducted
as surveys or controlled experiments for comparison and evaluation of different
methods. This mapping study identified five studies that describe, analyze and
compare existing well-known risk analysis methods but they do not present em-
pirical research. Based on this we conclude that there is a need for empirical
investigations of risk analysis methods for analyzing IT systems by conducting
controlled experiments and case studies.
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Figure 2: The relationship between the research questions, research objective and
the included papers in this thesis
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Regarding the types of risk analysis methods, it was found that qualitative risk
analysis methods to a larger extent were investigated in empirical research than
quantitative methods. Based on this, it could be argued that this is due to lack of
easiness in application of quantitative risk analysis methods in practice that require
exact statistical information to estimate likelihood and consequences of identified
risks. This study has also identified two studies that present semi-quantitative risk
analysis methods, which do not require exact statistical information needed for
quantitative risk analysis and offer better estimates than qualitative risk analysis
methods. Based on this, it can be concluded that there is a need for more research
on risk analysis methods or techniques that combine and utilize the benefits of both
quantitative and qualitative methods.

RQ1.2: We investigated current practices of risk analysis and management for IT
systems in large-scale public organizations and also the main challenges in carry-
ing out risk analysis. It is addressed by Paper II, which investigates the current
practices of risk analysis by an interview-based investigation with experts having
responsibilities of risk analysis of IT systems in large-scale public organizations.

From this study we conclude regarding the importance of risk analysis in large-
scale organizations that it is an important activity for organizations that are dealing
with safety-critical systems and services corroborating with the findings of [54]. It
is an important activity because most of an organization’s security and safety coun-
termeasures or mitigations in different sub-departments and projects are based on
risk analysis and assessment. However, the associated challenge with risk analysis
is that different employees have different opinions about risks and the risk analy-
sis process. This difference in opinions is probably because of different level of
perception, trust, and priorities about the risk analysis process. Therefore, this dif-
ference in opinions about importance of risk analysis makes difficult to carry out
risk analysis.

Regarding identification of critical assets and services the study suggests that
it is an important activity. However, all organizations are not carrying out this
activity because they are not fully sophisticated in risk analysis and management
as discussed by Henschel [25]. Here, it means some organizations are systematic
and follow well-known risk analysis methods and standards but some are in im-
provement phase and trying to improve their processes and procedures. This kind
of activities requires that they should be properly documented to be used later for
example in a crisis situation or in follow-up analysis.

Then, regarding carrying out risk analysis practices almost all investigated or-
ganizations are analyzing their critical systems or services in the same way from
an abstract level. The reason for this could be that these all organizations are of the
same nature i.e. governmental organizations dealing with critical services to soci-
ety. One interesting fact that was found is that these organizations mainly focus on



6 Synthesis 27

the information or services in risk analysis instead on an IT system. It is informa-
tion or service that makes an IT system important not the other way around. Here,
it can be said that they are using the system level analysis method [53]. We also
identified a set of challenges with carrying out risk analysis practice. Firstly, the re-
quired competences and skills are a great challenge in carrying out risk analysis in
these critical organizations. The findings of this study suggest that lack of knowl-
edge and expertise about doing risk analysis is itself a risk. Moreover, the knowl-
edge about the system context that is being analyzed and its boundary definitions
are very crucial as discussed by Lindholm et al. [48]. Secondly, pre-understanding
of the risk analysis process is also a challenge while performing risk analysis of
safety-critical services. This challenge is very similar to the required skills and
competences challenge. However, it is about having good pre-understanding of
potential risks, the risk analysis process, and the system being analyzed with its
context. On the other hand, required skills and expertise deal with the knowledge
of different risk analysis methods or tools and then the knowledge used for defining
the system boundaries. The best practices of risk analysis and management identi-
fied by Murdock et al. [54] also suggest that the risk management process should
start with context establishment that includes organizational objectives, stakehold-
ers, constraints, risk criteria, and other factors.

After this, involvement of different people in risk analysis is investigated and
it is found that these organizations involve more than one person with different
knowledge in the risk analysis process. Several authors for example, Leveson [46],
McDermott et al. [52], and Sulaman et al. [III] advocate to involve various roles
or perspectives in risk analysis. Regarding involvement of different people in
risk analysis the investigated organizations seem to be mature. The associated
challenge (RQ2) with this practice is subjectivity involved in risk analysis. The
subjectivity in risk analysis has both positive and negative effects and there is
a debate going on whether risk is subjective, objective or some combination of
both [8, 27]. However, the findings of Paper II reveal that by involving different
roles and knowledge in the risk analysis process eliminates at least the negative ef-
fects of subjectivity in risk analysis. Therefore, by involving different competences
and roles in the risk analysis process brings significant strength as confirmed in an
experimental study [III].

Regarding practices pertaining to the used methods in these large-scale orga-
nizations, we found that all the investigated organizations are using well-known
analysis methods and standards i.e. ISO 27000, 31000. However, mostly they
have adapted these national and international methods and standards according to
their specific needs. Furthermore, the analysis carried out in Paper II reveals that
the simpler (easy to adapt and use) methods, models and tools for risk analysis are
better and being used in the investigated organizations as this corroborates with
the findings presented by Murdock et al. [54].

Regarding follow-up analysis, we found that it is not common in all organiza-
tions because of the difference in opinions of people involved with the risk analysis
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process. The main challenge pertaining to follow-up analysis found in this study
is how people perceive risk analysis and its priority among other things that is
not same in all organizations. If an organization is dealing with very critical ser-
vices (health care) then they have documents and procedures to carry out follow-up
analysis. After every change they carry out follow-up risk analysis for their critical
services and systems. However, other organizations investigated in Paper II also
have documents and procedures defined to carry out follow-up analysis but they
are not carrying out it on regular basis.

RQ2: How can we evaluate the effectiveness and efficiency
of a risk analysis method?

RQ2 evaluates the effectiveness and efficiency of the risk analysis methods that is
explained in the following sub research questions.

RQ2.1: Here, we investigated how we can evaluate and compare different risk
analysis methods. It is addressed by Paper III and IV. It is not easy to compare or
evaluate risk analysis methods because of their subjective nature. The risk anal-
ysis process is mainly a brainstorming activity that can be performed in different
ways by following different methods or frameworks. The main challenge is to find
attributes that can be used for evaluation of different risk analysis methods.

Based on the results of Paper III, where we compared and evaluated two risk
analysis methods in a controlled experiment, we conclude that the risk analysis
methods can be quantitatively evaluated and compared by counting the number of
relevant and non-relevant risks identified by the participants or risk analysts. Ex-
periments are more suitable for evaluation of different risk analysis methods but
the participants should have at least moderate experience of working in industry.
Moreover, the experiment participants should have similar level of expertise and
experience. This way we can evaluate and compare different risk analysis methods
to conclude which method is effective among others. After this, the ease of use is
another suitable attribute to evaluate effectiveness and efficiency of risk analysis
methods. A questionnaire or an interview is the data collection instrument for this
attribute. In paper III we also have investigated the confidence of participants on
their identified risks. The time efficiency, investigated in [VII], is also a suitable at-
tribute for evaluation and comparison of different risk analysis methods. However,
the measurement of required effort should be done carefully. In [VII], we were
not able to measure the effort required of STPA application accurately because the
hazard analysis was carried out with interruptions (doing other work).

Based on the results of Paper IV, where we compared two hazard analysis
methods, we conclude that the risk analysis methods can also be evaluated and
compared qualitatively. For this qualitative evaluation, all the identified hazards
were classified into the following five error categories: component interaction er-
ror, software error, human errors, component error, and system error. These cate-
gories were selected and adapted from the previous studies [18, 19, 47]. The main
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findings regarding the classification of the identified hazards are that FMEA did
not find any unique hazard of component interaction and human error type that
is not identified by the STPA method. Here, one interesting result is that FMEA
identified as many software error type hazards as STPA. It should be noted that
the data points in this study are few and the focus of the study is not on quanti-
tative comparison of the methods. However, as noted above, there is almost no
difference regarding the identified software error type hazards by both methods.
One positive result in favor of STPA, based on the experience of the authors of this
study, is that it identified clear software error type hazards because of its keywords
(‘provided’, ‘not provided’, etc.), which made it simple and easy to identify soft-
ware error type hazards. There are no common identified hazards of human error
type. Apparently, none of the methods could find any human error type hazard in
this study. The reason for this can be that the analyzed system does not involve
much human input or interaction.

After this, in Paper IV, the analysis processes of both methods, FMEA and
STPA, were evaluated and compared based on the following criteria derived and
inspired by Technology Acceptance Model (TAM) [10, 11]. How easy or hard,
Why was it easy or hard, Support by method, Confidence about the results, Appli-
cability for software.

Based on the evaluation performed in Paper IV, we conclude that the evaluation
and comparison of different risk analysis methods are possible by using the afore-
mentioned criteria. The main findings regarding the evaluation and comparison
are that there were no type of hazard that was not found by any of the methods,
which means that it is not possible to point out any significant difference in the
types of hazards found. However, it can be observed that none of the methods in
Paper IV was effective enough to find all identified hazards, which means that they
complemented each other well in this study.

RQ2.2: Regarding RQ2.2, we investigated how to assess the resilience of critical
IT systems and networks that can help to determine how dependable a typical sys-
tem or network is. It is answered by Paper VI that assesses resilience of critical
IT systems and networks by applying a simulation method. A hybrid modeling
approach is used which considers the technical network, represented using graph
theory, as well as the repair system, represented by a queuing model. Simula-
tion based methods that consider repair system as well as technical network have
previously been used for assessing resilience of electricity and water distribution
systems. The main objective of Paper VI was to test if such a method 1) is applica-
ble within the IT-context, 2) is giving relevant results and 3) captures all relevant
factors. Below these three questions are discussed.

Regarding applicability of the simulation model on IT systems, the preliminary
findings of this study show that the method is applicable for the studied IT-network
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and that we can obtain the resilience metrics sought for. The findings show that
disturbance scenarios for which resilience is low can be identified, based on three
important resilience indicators: robustness, rapidity and resilience loss. The results
of this type can be useful in the process of increasing system resilience. This study
further show how system robustness and rapidity change with level of strain. This
makes it possible for system owners/operators to see if and for what levels of strain
they are presently reaching their desired targets concerning system resilience.

Regarding relevance of the results of model, the findings of this study show
that the applied model was not found to be relevant to the personnel of the studied
system, since this system is not considered to be critical enough. The system ex-
perts however thought that the method could be useful when applied to IT systems
whose outage could cause either large economic losses or risk to health and safety.

Regarding completeness of the applied model, software faults are not consid-
ered in the model. It was assumed that the software faults constitute about 20%
of the total number of faults in network nodes. These faults are not considered
mainly due to their irregular repair time and consequences. Considering this type
of faults is a possible topic for future work. Based on the findings of this study it
can be concluded that we can assess resilience of a critical IT system by using the
proposed simulation model.

RQ3: How can we improve the risk analysis process?

Regarding RQ3, we suggested different improvements for the risk analysis process
that are explained below in more detail.

RQ3.1: To answer RQ3.1 we investigated how the use of different perspectives
can improve the risk analysis process. It is addressed by Paper III. We propose
a new risk analysis method, using different perspectives and roles, and evaluate
it in a controlled experiment. In the experiment two methods were compared,
Perspective Based Risk Analysis (PBRA) and Traditional Risk Analysis (TRA),
to evaluate the use of different perspectives.

The experiment confirms that subjects using PBRA found more relevant risks.
We found a statistically significant result that more relevant risks were found by
using perspectives than by not using perspectives. We also found a statistically
significant result that by using perspectives, the risk analysis becomes more diffi-
cult than by not using. We believe that by having different perspectives, the risk
analysis becomes more thorough resulting in an in-depth analysis, which makes
it more difficult. Moreover, we did not find any statistical difference in the con-
fidence level of the participants with or without using different perspectives. The
participants using both treatments, with or without perspectives, were not confi-
dent about their identified risks. We believe that the main reason for this lack of
confidence was the lack of experience and domain knowledge of the participants.
Based on these findings, we conclude that the use of different perspectives greatly
improves effectiveness of risk analysis process.
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RQ3.2: Here, we investigated how we can identify and save historical information
about IT incidents to improve the risk analysis process. It is addressed by Paper V
that proposes and evaluates an approach for automatically collecting information
about IT incidents from online news sources. To improve risk analysis and man-
agement practices, the historical information about already happened incidents is
important for the correct estimation of the likelihood of potential risks and their
consequences. Based on the findings of Paper V, we conclude that it is possible
to identify interesting texts from a large number of potential texts but it requires
a substantial effort to set up. We found that it is possible to support the work of
identifying texts about IT incidents with automated methods like one presented
in Paper V. This means it could be an important aid in the process of building a
database of occurred IT incidents that later can be used as an input to improve the
risk analysis process.

RQ3.3: Regarding this research question, we investigated how can the risk anal-
ysis practices be improved in large-scale organizations. It is addressed by the re-
search work carried out in this thesis. In Paper II, with the investigation of current
practices of risk analysis the existing challenges were also investigated. Moreover,
All the participants, in Paper II, were also asked to suggest improvements for the
risk analysis process and they suggested a few improvements. Furthermore, we
present an improvement in Paper III i.e. the idea of using different perspectives
in the risk analysis process that can be used for eliminating the negative effects
of subjectivity in risk analysis. Then, in Paper V we present an approach to iden-
tify historical information about IT incidents. Here, the idea is to use historical
information about IT incidents or previously carried out risk analyses to correctly
estimate the future risks i.e. their probabilities and consequences.

Based on the findings of the studies included in this thesis and suggestions
provided in the investigation carried out for Paper II by the risk practitioners, we
created a list of potential suggestions to improve the risk analysis and management
process. Then, we evaluated this list in a focus group meeting with the two senior
and one mid-level researchers from the risk analysis domain. In the focus group,
all the potential suggestions were presented one by one and then the participants
were asked to verbally discuss and give their feedback, both positive and negative,
on a paper form about each suggestion. After this, the data collected from their
feedback was analyzed and synthesized. The following potential suggestions were
identified in the research carried out in this thesis (mainly Paper II, III, and V) and
then evaluated in the focus group meeting, presented in Table 2.

1. Risk analysis awareness and education: The majority of the interviewees
suggested that the risk analysis process can be improved by communicating
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Table 2: Suggested improvements in the risk analysis process and practices

No. Suggested improvements
1 Risk analysis awareness and education
2 Defining clear roles and responsibilities
3 Easy-to-use and adapt risk analysis methods
4 Dealing with subjectivity in risk analysis
5 Carry out risk analysis as early as possible
6 Using historical risk data in risk analysis

and making people understand the importance and benefits of carrying out
risk analysis instead of seeing it as a hinderance. It suggests organizations to
have some training, seminar or sessions for risk education and awareness for
their employees to improve organization-wide security and safety thinking.
Here, the important fact is to communicate risks and the analysis process
in a batter way that should be transparent i.e. showing both good and bad.
Moreover, the participants in the study reported in Paper II also suggested
that one should develop an environment in the organization where everyone
is aware of potential security and safety threats to the organization and its
assets. By having more knowledge about these potential threats one can
estimate the real benefits of carrying out risk analysis and management. It is
also known as a risk aware environment in an organization. One participant
mentioned that:

To achieve success in the future we will change the way of work-
ing. We (central risk analysis unit) will contact dependent institu-
tions, departments and by telling them that we will implement the
security and safety thinking in your work by educating everyone.

One participant in Paper II mentioned that spreading information to the em-
ployees and stakeholders about the existing challenges could also improve
the risk analysis process. Moreover, it is also important to add risk analysis
and management in the organization policies that everyone responsible for
an area or project must carry out analysis before initiating it or after intro-
ducing an important change.

During the evaluation in the focus group meeting the participants endorsed
this suggestion by saying that it is important and all the organizations deal-
ing with safety critical services or systems should have that already. Then
one senior researcher (focus group participant) mentioned based on his ex-
perience that most organizations struggle with emphasizing the importance
of risk analysis and management. Moreover, one of the focus group partic-
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ipants mentioned that it is important to highlight the risk analysis process
and its results that how they can be used to improve organization-wide se-
curity and safety awareness and also to get money for mitigating actions.
Furthermore, it was discussed and suggested that it is a good idea to have
a lexicon of risk terminologies with some introductory courses to improve
risk analysis awareness.
With the advantages of this suggestion the disadvantages were also dis-
cussed in the focus group meeting. The downside of this suggestion is that
it requires economical resources and time to implement. There is a need to
find a balance between the benefits of risk education and awareness and the
cost associated with it for an organization. Moreover, it has a costs and then
becomes difficult to prove that it has value for its cost. One more important
thing was discussed in focus group that who should be the target of this risk
education and awareness in an organization. Because to educate whole orga-
nization may be is not possible for an organization or it becomes very costly.
Moreover, sometimes it can become difficult to reach a potential person for
risk education with very little interest in risk analysis in an organization.

2. Defining clear roles and responsibilities: The findings of Paper II suggest
that it is important to define clear roles and responsibilities for both normal
and crisis situations. According to them, in large-scale organizations that
manage several critical services to society it is crucial to prioritize these ser-
vices and then each service should have a responsible person. The respon-
sible person or unit for each individual service or system can help greatly
in analyzing potential risks. Then, the responsible person or unit can also
help in aggregating risk information at the central risk analysis unit to take
decisions for countermeasure of identified potential risks.
During the evaluation in focus group meeting the participants discussed that
it is good if people are well prepared beforehand and that they know what
to do in different situations. It is an important step in defining and planning
a risk analysis process. It is good to try to pinpoint responsibilities and to
know who is the risk owner that can help in carrying out and guiding the
risk analysis process. Finally, it was suggested that in every organization
delivering safety critical services there should be a person responsible for
each service. The drawback of this suggestion is that again it is expensive
in terms of time and money. Moreover, it is also difficult to prioritize it over
other things as main responsibles are busy with doing other tasks.

3. Easy-to-use and adapt risk analysis methods: The findings also suggest
to use as simple risk analysis model or methods as possible. According
to them, the term “simple” means methods or models for risk analysis that
are easy to use because in practice people working with risk analysis are
not technicians or mathematicians. Therefore, as mentioned by one of the
participants,
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We are trying to set an easy work model for risk analysis and
management. One important thing is to consider, carry out risk
analysis in the easiest way because it is a complex activity.

That is, the study participants asked for simple, easy to use and adapt, risk
analysis models or methods that are easy to use, effective and efficient, i.e.
yield complete analysis results.

In the evaluation, it was found that easy to use and adapt (simple) methods
are good if they support to increase carrying out risk analyses and the results
are more meaningful and useful. In general, easy methods are quite efficient
but they are usually not very accurate. On the other hand, hard or difficult
methods are very accurate but they are less efficient as they take more time
to follow or carry out. Overall, it is important to find a balance between
easy methods and the completeness of analysis results yielded from these
methods. Furthermore, there should be some education and normative doc-
umentation (guidelines, instructions, examples, etc.) regarding these meth-
ods that can support to make the methods easy to use. Moreover, it is also
important to have some tool support for risk analysis. Finally, it should also
be suggested that the quantitative values should be used for consequences
and likelihood with uncertainty intervals.

However, the only drawback associated with this is that a risk analysis
method should not be too simple because then it can be very efficient but
might yield irrelevant risk results.

4. Dealing with subjectivity in risk analysis: Based on the findings of Paper
III and the improvement suggestions provided by risk practitioners in Paper
II we found that one should carry out risk analysis in a group and try to have
consensus regarding potential risks and their consequences. This can only
be done by including different competencies and perspectives while carrying
out risk analysis for IT systems. It also can help to cope with the negative
effects of subjectivity in risk analysis. One of the practitioners mentioned
that:

people can have different opinions about the probability and con-
sequences levels of a potential risk. Therefore, it is important in
this case to discuss it further in a group to decide the values in a
certain way.

According to the findings of Papers III and II, the negative aspects of subjec-
tivity in risk analysis can be eliminated to some extent by involving different
roles and competencies in the risk analysis process.

In the evaluation carried out in the focus group meeting we found that it is
good to involve several perspectives in the risk analysis process. Moreover,
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carrying out risk analysis in groups is good and also important to commu-
nicate risks between people in the organization. It is even more effective if
we ask people to have a specific role while carrying out risk analysis and to
prepare for it before the analysis meeting.

5. Carry out risk analysis as early as possible: The carried out investigations
for improving the risk analysis process in Paper II identified an important
fact that one should carry out risk analysis as early in a project as possi-
ble. Then later a follow-up analysis can be carried out, which can greatly
improve the project results. One of the interviewees mentioned that:

We at the central risk unit, in a public large scale organization,
are trying to drive other sub-departments or organizations to
carry out risk analysis as early as possible and then later car-
rying out a follow-up analysis.

According to the discussions of the focus group meeting it was found that
it is important to do the analysis early. Moreover, the most important thing
is that risk analysis should be carried out at a planned time instead of post-
poning it too long. There is a difference between project and operational
risk analyses. In projects, risk analysis is usually carried out at a planning
stage and on the other hand operational risk analysis is carried out after a
fixed interval, which is also called follow-up analysis. Overall, according to
the discussions of the focus group meeting this suggestion to improve the
risk analysis process is very practical and risk practitioners really consider
it while planning and carrying out risk analysis. The only associated diffi-
culty with carrying out risk analysis as early as possible is that it can be a
bit difficult to identify risks at an early stage.

6. Using historical risk data in risk analysis: Based on the basic idea behind
the investigation of Paper V and findings of the focus group meeting it is
found that the historical data is very important for future risk analyses. The
historical risk data or information can be used as an input to risk analysis,
which can help to correctly estimate the likelihood and consequences of
potential risks. Almost all existing risk analysis methods require detailed
system information with an overview of already happened unwanted events.
To improve the risk analysis process it is believed that this can be done by
having an overview of already encountered risks.

In the focus group it was discussed that historical risk information is very
important for carrying out future risk analyses. Furthermore, it also helps to
eliminate the negative aspects of subjectivity in risk analysis. An overview
of already encountered risks can also help in increasing risk education and
awareness in an organization. Therefore, in the focus group meeting it was
recommended that risk practitioners must, if such information is available,
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try to use historical information about risks and system that is being ana-
lyzed to correctly estimate risk values.

7 Validity Assessment

The validity of a study represents the trustworthiness of its results, which means
for example that the results are not biased by the researcher’s own opinion or point
of view [63]. The validity of the studies included in this thesis can be assessed
regarding construct validity, internal validity, external validity, and reliability [63,
76].

Construct validity considers the studied artifacts and concerns if they represent
what the researcher have in mind and also if the studied artifacts are investigated
according to the research questions of the study. Internal validity is important
and mostly applicable in studies of causal relationships. When the researcher in-
vestigates that one factor is affected by investigated factor there is a risk that the
investigated factor is also affected by a third factor. External validity is concerned
with to what extent it is possible to generalize the findings, and to what extent the
findings are of interest to people outside the investigated case. Reliability is con-
cerned with to what extent the data and the analysis are dependent on the specific
researchers. In general to improve reliability both the data collection and analysis
should be done by a group of researchers instead of one single researcher. Below
is a brief description of the countermeasures that were taken during the execution
of research work presented in the included papers. For more details of validity
assessment see validity sections in the included papers.

The main validity issue for the research work carried out in Paper I concerns
missing possible relevant studies due to practical issues. First, there might ex-
ist few lesser known journals and conferences that might not be available in the
searched databases. Secondly, the full text of a few identified studies were not
available, mostly of old studies. Thirdly, it is likely that some possible relevant
studies were not identified by the used search query because it is not possible to
have a search query that identifies all relevant studies. Finally, there was a chance
of incorrectly rejecting possible relevant studies by the authors during the selec-
tion process. In order to reduce the afore-mentioned validity threats the following
measures were taken. First, different synonyms for IT systems were used in the
search query to reduce the chance of missing possible relevant studies. Then, the
reference lists of the most relevant identified studies were also examined for miss-
ing possible relevant studies. Finally, to reduce the threat of incorrect rejection of
relevant study during the selection process, the co-authors cross-checked all the
selection steps carried out for the selection of relevant studies.

The main validity issue for Paper II has probably to do with the sampling of
interviewed subjects. The interviewed subjects can be seen as a good represen-
tation of risk professionals because that are collaborating and supporting many
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risk professionals working in the same organizations. Moreover, all investigated
organizations use international risk analysis and management methods and stan-
dards. That is, the findings seem general enough that they should also hold for
other large-scale organizations.

The main validity issue for Paper III is the threat to external validity. There
could be a chance of this threat because the sample for the experiment consists
of students of a project course and are therefore not representative for the entire
population. To reduce the effect of this threat, a pilot study was carried out by
using experts from industry and academia. There was not a big difference in the
number of identified relevant risks found by the experts and students. To reduce
the chance of random heterogeneity of subjects, which can affect the results, the
participants for both treatments were selected from the same level of education
with almost similar knowledge and background.

In Paper IV, the second author analyzed the system using FMEA and all the
documentation and information were available, which were used during the hazard
analysis performed by the first author. There could be a risk of not understanding
the analyzed system and its description by the authors. To decrease this threat
a simple system was selected and also its detailed description was acquired and
made available to all the authors of this study. Furthermore, to decrease the risk of
history threat the following measure were taken. The second author of this study
was selected to apply FMEA on the collision avoidance system. The first author
already knows the existing hazards in the selected system because he has applied
STPA on the selected system in the previous study [VII]. Therefore, to improve
research validity it was decided that the first author would not apply the FMEA
method on the selected system. Instead another author did that. The second author
of this study did not have access or review the previous study results [VII].

The main validity issue for Paper V is the scalability of the proposed solution.
In the presented work we proposed a prototype solution using an example dataset.
There is a need for further research to implement this system that can be executed
in runtime while reading text from online sources. Another validity issue is that it
is not clear how to select a sufficient and representative set of information sources
to be used by the system. Solutions to these issues require more investigation and
for that further research is needed.

The main validity issue for Paper VI is that whether the yielded results are
relevant and meaningful to the practitioners or not. To address this threat, results
from applying the model were presented to the investigated organization. This
was carried out in an informal setting where representatives from the organization
participated and were able to give feedback on the usefulness of the approach. The
researchers actively asked for information about the usefulness of the results at the
meeting.

One potential validity threat concerns carrying out research in the lab envi-
ronment instead of live industry environment and using embedded systems for
analysis instead of IT systems. In this thesis the methods are evaluated and com-
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pared by using embedded systems, e.g., train door system and forward collision
system instead of IT systems. There are a few reasons behind the selection of lab
environment and these embedded systems. The first reason in selection of these
systems was that we wanted to have as simple as possible systems for the analy-
sis. The other reason was that it is cost effective as it was easy to invite students
to participate in the research than practitioners from industry. As suggested by
Gorschek et al. [21], carrying out research in a lab environment can provide fast,
valuable feedback, identifying obvious flaws so that researcher can fix them be-
fore industry piloting. Moreover, it was a challenge to find a real IT system in live
industry environment to evaluate and compare different risk analysis methods for
the research presented in this thesis.

8 Conclusions and Future Work

The main objective of the research work presented in this thesis was to improve
the analysis process of risks pertaining to IT systems in large-scale organizations,
which is addressed in three different ways as mentioned in Section 3. That is,
firstly by understanding current literature and practices related to risk analysis
of IT systems. Secondly, by evaluating and comparing the existing risk analy-
sis methods. Finally, by suggesting improvements in the risk analysis process and
by developing new effective and efficient risk analysis methods to analyze IT sys-
tems.

A systematic mapping study is presented in Paper I to answer RQ1 partly, i.e.,
to understand existing methods and approaches used for analyzing IT systems.
63 primary studies were identified in the mapping study that present different risk
analysis methods. A majority of the identified studies focus on presenting new risk
analysis methods and non-empirical research. Only five studies were identified
that describe, analyze and compare existing, well-known, risk analysis methods.
Based on this we conclude that there is a need for empirical investigation of risk
analysis methods for analyzing IT systems by conducting case studies and con-
trolled experiments. A semi-structured interview study is presented in Paper II to
answer RQ1. In this study, several factors were investigated regarding the current
practices of risk analysis and management, e.g., its importance, identification of
critical resources, definitions of roles, involvement of different stakeholders, used
methods, and follow-up analysis. Furthermore, this study also investigates existing
challenges in the current practices of risk analysis. A number of important chal-
lenges are unfolded by this study, e.g., that risk analysis requires competence both
about the risk analysis procedures and the analyzed system, which is challenging
to identify, and that it is challenging to follow-up and repeat a risk-analysis that is
conducted, also it is important to eliminate the negative effects of subjectivity in
the risk analysis process.
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A controlled experiment is presented in Paper III and a case study is presented
in Paper IV to answer RQ2, i.e., to evaluate the effectiveness and efficiency of risk
analysis methods. Based on the results of paper III and IV, we conclude that the ef-
fectiveness and efficiency of risk analysis methods can be evaluated and compared
by counting the number of relevant and non-relevant risks identified by the partic-
ipants or risk analysts. Moreover, the ease of use is another suitable attribute to
evaluate effectiveness and efficiency of risk analysis methods. The time efficiency
is also a suitable attribute for evaluation and comparison of different risk analysis
methods. Furthermore, the evaluation presented in Paper IV investigates the effec-
tiveness of the methods by performing a comparison of how a hazard analysis is
conducted for the same system. It is also possible to evaluate the analysis process
of risk analysis methods by using the presented set of qualitative criteria, derived
from the Technology Acceptance Model [10, 11]. This way we can evaluate and
compare different risk analysis methods to conclude which method is effective
among others. Another case study is presented in Paper VI to answer RQ2 that
assesses resilience of critical IT systems and networks by applying a simulation
method. A hybrid modeling approach is used which considers the technical net-
work, represented using graph theory, as well as the repair system, represented by
a queuing model. The findings of this study show that the method is applicable for
the studied IT network and that we can obtain the resilience metrics sought for. Re-
sults show that disturbance scenarios for which resilience is low can be identified.
Results of this type can be useful in the process of increasing system resilience.
The findings further show how system robustness and rapidity change with level
of strain. This makes it possible for system owners/operators to see if and for what
levels of strain they are presently reaching their desired targets concerning system
resilience.

A controlled experiment is presented in Paper III to answer RQ3 partly, i.e.,
to improve the risk analysis process. For this, a new risk analysis method is pre-
sented, Perspective Based Risk Analysis (PBRA), that suggests the use of different
perspectives. In this study the use of different perspectives in risk analysis is sug-
gested and empirically assessed. We found a statistically significant result that
more relevant risks were found by using perspectives than by not using perspec-
tives. Based on these findings, we can conclude that the use of different perspec-
tives improves effectiveness of the risk analysis process and also eliminates the
negative aspects of subjectivity. Another case study is presented in Paper V to an-
swer RQ3. Based on the findings of Paper V, it can be concluded that it is possible
to identify interesting texts from a large number of potential texts but it requires
a substantial effort to set up. We found that it is possible to support the work of
identifying texts about IT incidents with automated methods like one presented
in Paper V. This means it could be an important aid in the process of building a
database of occurred IT incidents that later can be used as an input to improve the
risk analysis process. Furthermore, based on the findings of the studies included
in this thesis and the the investigation carried out in Paper II a list of potential sug-
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gestions was created and evaluated in a focus group meeting. For example, risk
analysis awareness and education, defining clear roles and responsibilities, easy-
to-use and adapt risk analysis methods, dealing with subjectivity, carry out risk
analysis as early as possible and finally using historical risk data to improve the
risk analysis process. Based on the findings of the focus group meeting it can be
concluded that these suggestions are important and useful for risk practitioners to
improve the risk analysis process.

Conducting research answers some questions and raises many more. Based
on the results of Paper I we found that there is a need for empirical investigation
of different risk analysis methods. Therefore, the ambition is to further investi-
gate the different risk analysis methods for their adaptation to IT systems or to
develop new risk analysis methods and techniques specific for IT systems. A first
important continuation of the work in future is to replicate the study presented in
Paper III with practitioners. We plan to apply Perspective Based Risk Analysis
(PBRA) method on more complex systems by involving practitioners having ex-
tensive experience. Another continuation of the work in future is to develop a risk
management framework for the large-scale organizations based on the findings
of Paper II. These findings will help in the development of the risk management
framework. Then, there is a need to evaluate the planed risk management frame-
work by conducting a case study in a large-scale organization by analyzing and
managing IT risks.
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A REVIEW OF RESEARCH ON
RISK ANALYSIS METHODS

FOR IT SYSTEMS

Abstract

Context: At the same time as our dependence on IT systems increases, the number
of reports of problems caused by failures of critical IT systems has also increased.
This means that there is a need for risk analysis in the development of this kind of
systems. Risk analysis of technical systems has a long history in mechanical and
electrical engineering. Objective: Even if a number of methods for risk analysis
of technical systems exist, the failure behavior of information systems is typically
very different from mechanical systems. Therefore, risk analysis of IT systems
requires different risk analysis techniques, or at least adaptations of traditional ap-
proaches. This means that there is a need to understand what types of methods are
available for IT systems and what research that has been conducted on these meth-
ods. Method: In this paper we present a systematic mapping study on risk analysis
for IT systems. 1086 unique papers were identified in a database search and 57 pa-
pers were identified as relevant for this study. These papers were classified based
on 5 different criteria. Results: This classification, for example, shows that most
of the discussed risk analysis methods are qualitative and not quantitative and that
most of the risk analysis methods that are presented in these papers are developed
for IT systems in general and not for specific types of IT system. Conclusions:
The results show that many new risk analysis methods have been proposed in the
last decade but even more that there is a need for more empirical evaluations of the
different risk analysis methods. Many papers were identified that propose new risk
analysis methods, but few papers discuss a systematic evaluation of these methods
or a comparison of different methods based on empirical data.

Sardar Muhammad Sulaman, Kim Weyns and Martin Höst,
In Proceedings of the 17:th International Conference on Evaluation and Assess-
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ment in Software Engineering (EASE ’13), pages 86–96. Association for comput-
ing machinery (ACM) 2013.

1 Introduction

IT systems have become an essential part of our modern society. This evolution
has not only created new opportunities, but also new threats to our society. The
presence of IT systems everywhere has made us dependent on IT systems for our
daily life. This is the case both for individuals and organizations, both private
as well as public organizations. However, at the same time as the usage of, and
dependence on, IT systems increases, the number of reports of problems caused
by failures of critical IT systems has also increased [18].

One of the common aspects of these failures is the faith in systems that are not
sufficiently dependable. The core of the problem is not that these systems suddenly
become unreliable, but that we have become critically dependent on a wide vari-
ety of systems without analyzing whether they are dependable enough and what
the consequences could be of a possible failure [18]. To prevent critical systems
from causing problems for the organizations dependent on them, risk analysis is a
necessary activity.

Risk analysis of technical systems has a long history in mechanical and electri-
cal engineering where many well-established methods exist. The failure behavior
of IT systems is typically different from mechanical systems and, at the same time,
the complexity can be significantly higher. The high rate at which new IT systems
are being developed and updated for many critical applications usually means there
is not enough historical data available for a strictly statistical analysis of the relia-
bility of each system and its components, as is sometimes the case in risk analysis
of mechanical systems.

For all these reasons, risk analysis of IT systems requires different risk analysis
techniques or at least adaptations of these traditional risk analysis approaches. In
this article we present a systematic overview of previously published research on
risk analysis for IT systems.

Risk analysis can be performed during the development of the system, at de-
ployment of the system or at any time afterwards. In the ideal situation, the risk
analysis should be re-evaluated each time major changes occur in the system or in
the environment in which the system is used.

In this article we present an overview of operational risk analysis methods for
IT systems. This includes many different types of systems and methods, but does
not include project risk analysis methods, used to analyze the project management
risks in software development projects.

Section 2 presents related work in the field of risk analysis and systematic
literature reviews. Section 3 discusses the methodology used in this study in detail.



2 Related Work 53

Section 7 contains the special measures that were taken to improve the validity
of this research. Next, Section 5 contains the results of this mapping study and
presents the categorization of the identified articles based on different attributes
of the research and the risk analysis methods presented in each article. Finally,
Section 8 summarizes and analyses the results of this classification.

2 Related Work

Many different national and international high-level frameworks exist for informa-
tion technology risk management and assessment. Such frameworks have for ex-
ample been published by the International Organization for Standardization (ISO),
such as ISO/IEC 27005 [7] and ISO/IEC 27002 [6], by national governmental or-
ganizations, such as the National Institute of Standards and Technology (NIST) [21]
or the British Central Communication and Telecommunication Agency (CCTA) [2],
by non-governmental organizations such as Club de la Sécurité de l’Information
Français (CLUSIF) [15] or by research institutes such as the Carnegie Mellon
Software Engineering Institute (SEI) [1]. A detailed comparison of some of these
frameworks can for example be found in [4] and [22].

There also exist a number of low-level risk analysis methods for technical sys-
tems in general or for IT-systems in particular. Some of the most well-known
methods are Fault Tree Analysis (FTA) [5], Failure Mode and Effect Analysis
(FMEA) [16] and Hazard and operability study (HAZOP) [19]. Some of the frame-
works mentioned above specifically recommend one or more of these risk analysis
methods.

The goal of the study presented in this article is to identify research articles
that describe or evaluate new or established risk analysis methods for IT systems,
which includes both high- and low-level methods. To identify and categorize these
research articles this study uses the methodology of mapping studies [11], which
is a variation of systematic literature reviews [12].

Systematic literature reviews and mapping studies have been conducted in dif-
ferent studies [10] in widely different areas such as cost estimation (e.g. [8]), open
source software (e.g. [20]), and testing (e.g. [3]). Two systematic reviews, [14]
and [9], have focused on project risk assessment in software development projects.
However, to the best of our knowledge, no reviews have looked specifically at op-
erational risk analysis methods for IT systems.

3 Methodology

This article presents a study of available risk analysis, assessment, and manage-
ment methods for IT systems. The review presented here is a systematic mapping
study, conducted based on the guidelines presented in [12]. This article presents,
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in addition to the overview of the identified risk analysis methods, a categorization
of the identified methods.

A review protocol was developed in the initial phase of the review. It contains
research background, research questions, search strategy, study selection criteria
and procedures, validity assessment, data extraction instructions, and data synthe-
sis strategies.

This research is conducted as a planned study and was carried out in the fol-
lowing steps:

1. Defining the research questions.

2. Selection of sources to be searched for relevant articles.

3. Defining the search query and performing the search on the selected sources,
resulting in 1203 articles.

4. Removing 117 duplicate articles by using EndNote reference manager and
by manual search.

5. Defining the inclusion and exclusion criteria and initial selection based on
titles and keywords according to the defined criteria, leaving 320 articles for
the next steps of the study.

6. Second round of selection by reading abstracts according to the same criteria
and first classification of the articles, leaving 200 articles for the next steps
of the study.

7. Final selection of articles based on careful reading of the full text of each
article, resulting in a final list of 57 relevant articles for this study.

8. Analysis of the results of the classification of the final list of articles.

During each step special measures were taken to improve the validity of the
research. Each step is described in more detail in the following subsections.

The steps involved in the identification and selection of articles are summarized
in Figure 1.

3.1 Research Questions
The objective of this article is, as described above, to present an overview of risk
analysis methods for IT systems, by summarizing and synthesizing the results from
research that has already been carried out on available risk analysis methods for IT
systems. This general goal has been broken down to the following main research
questions:

1. What risk analysis methods and approaches are reported in the research lit-
erature for IT-systems?
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Figure 1: Identification and selection of articles.
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2. To what extent are the identified methods used in practice?

3. Is there empirical research published where the identified methods are eval-
uated/compared/etc.? If there is, which research methodologies are used?

4. Which phases of the risk management process have been the focus of the
identified research articles?

5. What type of risk analysis methods are presented in the published research,
qualitative or quantitative?

This research can be categorized as a systematic mapping study that is carried
out in the same way as a systematic review. It focuses on the main research that
has been conducted in the area of risk analysis for IT systems, and it is done
by adopting a systematic approach to identify relevant research and classify the
identified research articles according to predefined categories.

3.2 Search Strategy
Searched Resources

The following databases were searched (through Engineering Village1 ) for rele-
vant research:

• INSPEC: This database is provided by Elsevier Engineering Information
Inc. and the Institute of Electrical Engineers (IEE). It includes articles from
1969 to present.

• COMPENDEX: This database is provided by Elsevier Engineering Infor-
mation Inc. It includes papers from 1969 to present.

The above mentioned databases provide a broad coverage of the area of inter-
est, i.e. “Risk analysis methods for IT systems”, and they include articles from the
main conferences, journals, and publishers (IEEE, ACM, Springer, etc.).

Search Query

After a number of iterations, the following search query was considered a good
compromise between finding as many of the relevant articles as possible, and re-
turning a manageable number of results:

({risk analysis} OR
{risk analyses} OR
{risk identification} OR
{RA})

1http://www.engineeringvillage2.org
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AND (
method* OR
technique* OR
approach*)
AND (
{computer system} OR
{information system} OR
{IT system} OR
{network system} OR
{web?based system} OR
{computer systems} OR
{information systems} OR
{IT systems} OR
{network systems} OR
{web?based systems})
NOT
( oil OR gas OR flood OR
agricultur* OR chemi*))

The search string has four main parts separated by AND and NOT clauses.
The first part of the search string excludes articles that are not about ‘risk anal-

ysis’ or ‘risk identification’.
The second part of the search string excludes articles that do not discuss one

or more specific methods for risk analysis, or a synonym to ’method’. The ’*’-
character is a wildcard representing any string of characters, which allows different
grammatical numbers of the term to be identified, e.g. both ’method’ and ’meth-
ods’.

The third part of the search string excludes articles that are not in the field
of information technology or computer science. The ’?’-character is a wildcard
representing one character, included because we want to identify both ’-’ and ’ ’.

The last part of the search string explicitly excludes articles about oil, gas, agri-
culture or chemistry. These research fields traditionally have a strong safety focus
and contain many papers about risk analysis. They are, however, not domains in
which IT systems are considered as the most critical components, and this part
of the search string was included to prevent irrelevant papers from these domains
from dominating the returned results.

3.3 Inclusion and Exclusion Criteria

When articles were identified with the search string from the databases, it was
necessary to manually remove non-relevant articles from the selection. This was
done first based on the title and keywords, then based on the abstract, and finally
based on the full text. The inclusion and exclusion criteria were defined during
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the design of the review protocol. The manual selection of articles was carried out
based on the following criteria:

• Articles not about methods for risk analysis or risk management of computer
system were excluded from the selection.

• Articles about the risk analysis of system development projects were ex-
cluded from the selection. That is, articles about risk management of project
risks were excluded. The focus in this article is on risks for the organization
depending on the operation of IT systems, i.e. operational risk, not about
the project risks associated with developing the systems.

• Articles specifically about the risk analysis of computer networks were ex-
cluded from the selection because the focus in this study is on risk analysis
for complete IT systems not just the network component of the system. The
excluded articles present risk analysis of network components such as, fire-
walls, intrusion detection systems, routers and implementation of security
policies to cope with unauthorized access of data or resources, e.g., [17].

• Articles about the risk analysis of space systems, nuclear power plants, em-
bedded medical devices, and military systems were also excluded from the
selection. These domains have a long history of risk analysis methods, but
these methods are often very time-consuming and mostly suited for embed-
ded systems that are analyzed in great detail. This study, however, focuses
on risk analysis for large IT systems that are applicable to a wide range of
systems in many types of organizations. An example of excluded article
is [13].

Each of these criteria was necessary to limit the scope of this study. It would be
impossible to cover risk analysis for all types of risk associated with all categories
of IT systems in one review like this, because of the large number of relevant
articles.

3.4 Selection of Relevant Articles

The above mentioned search query was carried out two times, first on 23 May
2012 and second on 12 April 2017 to update the mapping study. On 23 May 2012
it retrieved 1203 articles, and it has been decided to continue systematic review
with these records. After this, the title, keywords, abstract and author names were
downloaded for the initial selection of relevant articles. Then the EndNote (Refer-
ence manager) was used for the removal of duplicate articles. It found (automati-
cally) 91 duplicate articles that have been removed from the initial list. After this,
26 duplicate articles were found by manual search and removed from the initial
list as well.
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In each step of the selection process (based first on the title and keywords, then
on the abstract and then on the full text) these criteria were used by the first author
of this article to manually remove non-relevant articles from the initial selection.
This resulted, in each step, in three groups of articles:

• Relevant: Articles that clearly fulfill the criteria established above.

• Not relevant: Articles that are out of the scope of this study.

• Possibly relevant: Articles for which there was not enough information to
establish whether they are relevant for this study. This list was rechecked
by the co-authors for the selection. The remaining Articles (from selection
based on title and keywords, and abstracts) were then added to the relevant
articles for further selection in the next step.

After removing irrelevant articles based on the title and keywords, a first effort
to remove non-relevant articles was carried out by the first author of this article.
This selection resulted in a list containing 229 relevant and 48 possibly relevant
articles. To check the reliability of this first step, the second author of this article
cross checked 100 randomly chosen articles from the initial list and found dis-
agreement on 3 relevant articles not added and 6 non-relevant articles added. To
increase the reliability of the selection, it was therefore decided to repeat the initial
selection process based on this information and to only exclude those articles that
were not relevant in light of this. The selection process was by this conducted once
again and resulted in 70 more articles from the initial list to the main selected list.
After this, the possibly relevant articles list was checked and 21 out of 48 articles
were selected and added in the main list for the next step of review. After doing
the initial selection process again the resulted selection list came up with a total of
320 relevant articles.

The second selection was conducted based on the abstracts, the first author
read the abstracts and found 183 relevant articles out of a total of 320. The sec-
ond author again rechecked this selection and he found 17 more relevant articles.
After adding these 17 articles the second selection list came up with a total of 200
relevant articles for the next step of review.

In the third step of the selection process, the full text of the relevant articles
needed to be downloaded. The full text for all articles was not always available
for all articles and 57 articles were removed from the selection because the articles
were not written in English (most often in Chinese) or because the full text could
not be downloaded (mostly older articles).

After this, the first author carefully read the full text of all downloaded articles
and selected 77 relevant articles. The second author of this article cross-checked
the excluded articles from the final list suggested adding two more relevant articles
in the final list, which resulted in 79 relevant articles. Then, he cross checked the
finally selected articles by reading the full text and removed 23 irrelevant articles.
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After removing the irrelevant articles the list contained 56 relevant articles. There
was a disagreement for the selection of [article 24], the third author carefully read
it, and after discussion all authors agreed to select it for the review.

Finally, the reference lists of the most relevant articles were inspected for fur-
ther relevant articles that were not included in the selection. Initially 5 articles
were selected from reference inspection, after reading the full text of selected ar-
ticles only one article identified as relevant for this study. This article was from a
source that was not included in the searched resources. After adding this article
the final list contains the 57 articles listed in the appendix of this article.

The same search query was used again on 12 April 2017 to update the mapping
study by finding the newly published relevant literature between 2012-2017. It
retrieved 363 articles. All the same steps and selection criteria mentioned above
were used and carried out for this selection. After reading titles, keywords, and
abstracts of the articles the first author found 20 relevant articles out of a total of
363. In the next step of the selection process, the full texts of the relevant articles
were downloaded. The full texts of two articles were not found and one article
was in Chinese, this left 17 relevant articles with full text. After this, the first
author carefully read the full text of all downloaded articles and 6 were selected as
relevant articles for this study. It should be noted that the new 6 selected articles
will be referred as 1n, 2n, 3n, 4n, 5n, and 6n in this study.

3.5 Data Extraction and Synthesis

In the final steps of the selection, i.e. the selection based on the full text of the
articles, the articles were classified based in the following classes:

Class A Articles describing or evaluating existing risk analysis methodologies.

Class B Articles presenting improvements or changes to existing risk analysis
methodologies.

Class C Articles presenting new methods for risk analysis of IT systems.

Further, a number of relevant attributes were also extracted from each of the
articles with respect to the research questions discussed in Section 3.1. The results
of this data extraction and classification are discussed in Section 5.

4 Validity Assessment
The main objective of this research is to summarize the available research in the
field of risk analysis for IT systems. An important threat to the validity of this study
is that it cannot be guaranteed that all possible relevant articles in this field have
been included in the study. First of all, only research published in English was in-
cluded for practical reasons. Secondly, some lesser known journals or conferences
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are not available in the searched databases, and were therefore not searched in this
study. Also, articles for which the full text was not available were excluded from
this study. This mostly affects older articles. Thirdly, it is likely that some relevant
articles were rejected by the search string, since it is impossible to define a search
string that finds absolutely all relevant articles without returning an unmanageable
number of false positives. Finally, it is of course also possible that relevant arti-
cles were incorrectly rejected during the manual selection process from over one
thousand articles to the final selection of 57 articles.

To increase the validity of this study, the reference list of the most relevant
articles from the final selected list were examined for missing important articles.
This validity check resulted in only one new article being added to the selection
of articles. This article had not been found in the automatic search because it was
from a source not included in the searched databases.

In order to reduce the risk of incorrect rejection of an article during the selec-
tion process, the co-authors of this article cross-checked the selection in each step.
Whenever there was doubt about whether to include an article or not, the article
was retained for the next step of the selection process. After initial selection pro-
cess based on the title and keywords, the second author of this article cross checked
100 randomly selected articles from the initial list, and suggested a few additions
and removals of articles. Instead of just adding and removing these articles, it was
decided to repeat the selection process and to keep any articles selected in either
case.

After the second selection process based on abstracts, the second author of this
article re-checked the complete selection and found 17 more relevant articles that
had possibly been rejected incorrectly, and in this way made sure that also articles
where we were in doubt were included.

After the third selection process that was conducted after reading the full text
of articles, the second author of this article cross checked the excluded articles
from the final list and suggested the adding of two more relevant articles to the
final list. Then he cross checked the finally selected articles by reading their full
text and found 23 non-relevant articles according to the defined research questions.

That is, whenever there was a doubt in selection of an article it was retained
for the next step, where more information was available to decide the relevance
of an article with more accuracy. Whenever one author was not sure about the
classification of an article, the co-authors reviewed the article and decision about
the classification was based on the agreement by all authors.

By taking the above mentioned measures for the validity of this study we are
more confident that most of the relevant articles for this study have been identified
and included in the final list of articles.
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Table 1: Classification of articles

Classification articles #
Class A 2, 4, 5, 7, 8, 10, 12, 14, 18, 21, 22, 26, 32, 38,

41, 45, 52, 56
18

Class B 34, 42, 43, 44, 47 05
Class C 1, 3, 6, 9, 11, 13, 15, 16, 17, 19, 20, 23, 24, 25,

27, 28, 29, 30, 31, 33, 35, 36, 37, 39, 40, 46,
48, 49, 50, 51, 53, 54, 55, 57, 1n, 2n, 3n, 4n,
5n, 6n

40

5 Results

This section presents an analysis of the data extracted from the selected articles.

5.1 Year of Publication

In Figure 2, the publication year for the selected articles is displayed. It can be
observed that the oldest selected article is from the year 1980, and the most recent
from 2012. About half of the articles were published in the last 5 years before the
publication of this study. That is, this indicates that the number of publications in
the area has increased the later years, at least if we were able to find as many of
the older articles as the newer articles.

5.2 Risk Analysis Method Classification

Table 1 shows the classification of the selected articles into classes A, B, and C,
see Section 3.5. Class A, about existing risk analysis methods, includes 18 articles.
Articles in this class describe general risk analysis concepts and its importance for
dependable IT systems. This class also contains some articles about the compar-
ison of different risk analysis methods. Class B includes 5 articles that present
improvements in existing risk analysis methods.

The majority of the articles are in class C. It includes 34 from previous search
and 6 articles from the new search that are about presenting new frameworks,
methods and models for risk analysis. They are in total 40 articles.

5.3 Types of Systems

Table 2 shows the types of system that the selected articles focus on. The majority
of the selected articles, 49 articles out of 57 from the previous search, are about
risk analysis of IT systems in general. This means that the paper does not specify
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Figure 2: Histogram of publication year for the identified articles
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Table 2: Focused systems in selected articles

Type of System articles #
IT systems in general 1, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 17,

18, 19, 20, 22, 23, 24, 26, 27, 28, 29, 30, 31,
33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44,
45, 46, 47, 48, 49, 52, 53, 54, 55, 56, 1n, 2n,
3n, 4n, 5n, 6n

55

Hospital systems 2, 32, 57 3
E-Commerce 25, 50 2
Cloud computing 16 1
E-government 51 1
Web-service systems 21 1

which type of systems the research is about, and thereby it can be assumed that
the intention is that the research results should be generally valid. However, 2
articles are specifically about risk analysis for e-commerce systems, 3 are about
hospital systems, 1 is specifically about web service systems, 1 is about cloud
computing and 1 is about e-government systems. It should be noted that articles
about space technology and military systems were specifically excluded before the
classification.

All 6 selected articles from the new search are about risk analysis of IT systems
in general.

5.4 Analytical or Empirical Research

In Table 3, the research methodologies that were used in the selected articles are
categorized as either completely analytical (not containing any research based on
the application of a risk analysis method on an actual system) or empirical (con-
taining an explicit description of an application of at least one risk analysis method,
either in a real-life setting or in a controlled experiment). 36 articles were identi-
fied as analytical and 21 as empirical research. These 21 articles all presented case
studies on risk analysis methods, no surveys or experiments were identified.

From the new search only one empirical article (4n) as a case study was found.
With this article total number of case studies found is 22.

5.5 Area of Risk Management

Risk management is a process that consists of several activities: risk identification,
risk analysis, risk assessment, risk prioritization, and risk mitigation. It is a pro-
cess that tries to find a balance between loss prevention and cost associated with
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Table 3: Type of research presented in selected articles

Research type Selected articles #
Analytical 1, 3, 4, 5, 6, 8, 9, 10, 11, 12, 13, 14, 18, 19, 20,

22, 23, 24, 25, 27, 29, 30, 31, 33, 37, 38, 40,
42, 43, 44, 45, 47, 48, 49, 50, 53, 1n, 2n, 3n,
5n, 6n

41

Empirical
-Case study 2, 7, 15, 16, 17, 21, 26, 28, 32, 34, 35, 36, 39,

41, 46, 51, 52, 54, 55, 56, 57, 4n
22

countermeasures. It usually starts with the risk identification activity to determine
a list of possible risks. Next, risk analysis is applied to combine the probability
and the expected consequences associated with each risk. Sometimes the term
‘risk analysis’ is also used to include the risk identification step. Then, in risk
prioritization, all the identified risks are prioritized based on the results of the
risk analysis. Finally, risk mitigation, deals with implementing appropriate mea-
sures and controls to reduce the probability or the consequences of the identified
risks, based on the results of the prioritization. Risk assessment, on the other hand,
usually deals with the analysis of a system with existing security measures and
anticipates the weaknesses present in assessed system. However, these definitions
are not generally accepted and sometimes each of these terms is used to describe
a process that includes several of the other activities.

Although our search for articles specifically searched for articles about risk
analysis or risk identification, the final list of selected articles contain some articles
that mainly focus on risk management as a whole and some articles that focus
only on one or more of the different sub-activities. Table 4 shows the focus of the
selected articles within the field of risk management. It can be noticed that the
majority of selected articles, 28 articles out of 57, are in fact about risk analysis.
Further, it can be seen that 1 article is specifically about risk identification, 15 are
about risk assessment, 1 is about risk prioritization, 2 are about risk mitigation and
20 are about risk management as a whole.

From the new search one article (5n) is about risk prioritization, and all other
articles are about risk analysis in general.

5.6 Qualitative and Quantitative Risk Analysis

Table 5 classifies the risk analysis methods in the selected articles as quantitative
or qualitative. Quantitative methods express the probability and consequences of
the identified risk as a numerical result. This makes it possible to calculate the
relationship between loss prevention and cost associated with proposed counter-
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Table 4: Focused risk management part in the selected articles

Risk management part Selected articles #
Risk analysis 1, 2, 3, 4, 5, 8, 11, 13, 14, 15, 19, 20, 21, 23,

24, 25, 26, 27, 29, 32, 34, 35, 40, 42, 47, 50,
56, 57, 1n, 2n, 3n, 4n, 6n

33

Risk identification 32 1
Risk assessment 5, 7, 9, 16, 31, 33, 36, 37, 39, 44, 45, 46, 52,

53, 55
15

Risk prioritization 16, 5n 2
Risk mitigation 12, 52 2
Risk management 4, 9, 10, 16, 17, 18, 19, 20, 21, 22, 27, 29, 30,

32, 35, 38, 43, 47, 48, 49
20

Table 5: Type of risk analysis method (quantitative or qualitative)

Risk analysis type Selected articles #
Qualitative 2, 12, 13, 14, 21, 34, 57, 3n 8
Quantitative 4, 5, 15, 19, 23, 24, 25, 26, 28, 31, 33, 36, 37,

39, 40, 41, 44, 49, 52, 53, 54, 55, 56, 1n, 2n,
4n, 5n, 6n

28

Combined approach 9, 10, 18, 42, 45, 46 6
Semi-Quantitative 3, 16 2
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measures. Often it is difficult to use quantitative risk analysis because it is hard
to estimate the exact probability and loss associated with each risk. Qualitative
methods, on the other hand, use descriptive values such as ’high’, ’medium’ or
’very low’ to express the probability and consequences of each risk. Both types
of risk analysis methods are widely used for different types of systems, and in
some cases they can be used together. Except for qualitative, quantitative and
combined risk analysis methods, this study also identified semi-quantitative meth-
ods. This is an intermediary risk analysis technique that classifies the probability
and consequences by using quantitative categories such as ‘financial loss between
10.000 USD and 100.000 USD’ or ’less than once per 100 years’. It does not re-
quire the exact estimates needed for a quantitative risk analysis, but offers a more
consistent approach than qualitative risk analysis. Not all of the selected articles
contain enough information to determine whether a qualitative or quantitative ap-
proach was used, and for some articles the question is not applicable. Of the 38
articles that could be classified according to this criterion, 23 articles use a quan-
titative approach, 7 a qualitative approach, 6 contain a combined (quantitative and
qualitative) risk analysis approach, and 2 are about semi-quantitative risk analysis
methods.

From the new search one article (3n) presents a qualitative risk analysis how-
ever all other articles present quantitative type risk analysis.

6 Discussion

First of all it can be observed that, from the previous search, many of the identified
articles have been published during the last few years before this study (2006-
2011). This may mean that the amount of research has increased. As also dis-
cussed above, there may be other reasons, such as that the databases are more
complete for later years. However, an increased dependence on information in the
society, e.g. when critical processes to an increased extent are supported by IT-
systems, may also mean that there is an increased interest in risk management of
IT-systems.

In order to investigate the relationship between different investigated factors
different pairs of variables were investigated.

It was found that risk management papers are to a larger extent non-empirical
than papers in the other categories, see Table 6. This may be because this topic
requires more research effort to be studied empirically since it is a process covering
a rather long time-span.

Risk analysis methods for a specific type of systems are all found in empirical
papers, except for the papers about e-commerce systems. This probably indicates
that most risk analysis methods are developed with general IT systems in mind.
Only when they are applied in practice they are adapted for specific classes of
systems.
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Table 6: Paper area vs. empirical or not
Paper area No Yes
BCP 0 1
General 1 1
Risk Analysis 15 6
Risk Analysis and Assessment 1 0
Risk Analysis and Management 7 2
Risk Assessment 7 8
Risk Assessment and management 1 0
Risk Assessment and mitigation 0 1
Risk Assessment, prioritization, 1

and management 0 1
Risk Identification, analysis, and management 0 1
Risk management 7 1
Risk Mitigation 1 0
SUM 41 22

Table 7: Risk analysis approach vs. empirical or not
Approach No Yes
Combined approach 5 1
General 14 5
Qualitative 4 4
Quantitative 17 11
Semi-quantitative 1 1
SUM 41 22

It was also found that qualitative risk analysis methods are more likely to be
investigated in empirical papers than quantitative analysis methods, see Table 7.
This may be because quantitative methods are not as easy in practice as it might
seem, because a lot of specific data is needed. When a risk analysis method is
used in practice, it is often easier to classify a risk’s probability and consequence
into some categories than to assign an exact numerical value. This however limits
the analysis that can be done later. A lot of information is lost when categories
are used instead of a quantitative best estimate, possible combined with an explicit
uncertainty range on the estimate.

It can be noticed from the previous section that the majority of the identified
articles present either qualitative or quantitative risk analysis and only two arti-
cles (3, 16) use a semi-quantitative risk analysis method. Based on this, it could
be argued that there is a need for more research on techniques and methods that
combine the advantages of both quantitative and qualitative methods.

Two identified articles (9, 10) present research on the well-known risk analysis
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method CORAS, performing model-based risk analysis by using UML, and one
article (54) that proposes a new risk analysis method using fault-tree analysis.
This review also has identified some other specific risk analysis methods named in
a few articles such as LAVA, LRAM , CRAMM, OCTAVE, Mehari and Magerit
(20, 34, 45, 47).

This review has identified five articles (2, 42, 43, 44, 47) that describe, analyze
and compare existing well-known risk analysis methods. But from these articles it
is not possible to decide that a particular method is better than other.

7 Conclusions

Based on this mapping study of risk analysis methods for IT-systems discussed in
the research literature, it can be concluded that most articles focus on new methods,
and new frameworks and models for risk analysis. Only few papers focus on
already available, and thereby maybe already known, methods. Further, it can
be concluded that most research concerns general risk analysis methods, and not
methods specific to certain types of IT systems.

The fact that only few articles focused on already available methods also means
that it is not possible to say from the identified articles to what extent different
methods are used in practice. For the same reason, it has not been possible to find
many articles comparing available risk analysis methods, even if we argue that
there is a need for this kind of research.

It can also be concluded that a majority of the identified articles present re-
search that is non-empirical (41 articles), and fewer articles (22 articles) present
case studies. None of the identified articles present research conducted as surveys
or controlled experiments. Concerning what type of risk analysis methods that
are presented in the published research, it can be concluded that most identified
research concerns quantitative risk analysis methods.

Based on these findings a number of areas for further research can be identi-
fied. First of all it can be concluded that there is a need to conduct research where
already available methods are investigated. This can for example be carried out
as studies where different types of methods are compared in controlled experi-
ments. We believe that methods for risk analysis are quite possible to investigate
in controlled experiments [23], since they are possible to isolate from the whole
management process to investigate them in a ‘laboratory’ setting. Having said that,
we also believe that there is a need to further investigate the whole risk manage-
ment process in longer case studies, where actual cases of risk management are
investigated in practice.
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PAPER II

RISK ANALYSIS AND
MANAGEMENT OF IT

SYSTEMS: PRACTICE AND
CHALLENGES

Abstract
Risk analysis is important for safety-critical IT systems and services, both in public
and private organizations. However, the actual practices and the challenges of risk
analysis in these contexts have not been fully explored. This paper investigates
the current practices of risk analysis by an interview-based investigation. This
study investigates several factors of the risk analysis process, e.g., its importance,
identification of critical resources, definitions of roles, involvement of different
stakeholders, used methods, and follow-up analysis. Furthermore, this study also
investigates existing challenges in the current practices of risk analysis. A num-
ber of challenges are identified, e.g., that risk analysis requires competence both
about the risk analysis procedures and the analyzed system, which is challeng-
ing to identify, and that it is challenging to follow-up and repeat a risk-analysis
that is conducted. The identified challenges can be useful when new risk analysis
methods are defined.

Sardar Muhammad Sulaman and Martin Höst,
International Conference on Information Systems for Crisis Response and Man-
agement (ISCRAM’18).
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1 Introduction

Safety-critical systems are managed by both public and private organizations. Fail-
ures in these systems can have catastrophic consequences in society. These sys-
tems are typically subject to risk analysis in order to prevent that they unduly harm
people, property, or the environment.

Today, both public and private organizations are facing different types of risks,
e.g., policy, operational, project, financial, technological, health, safety, and hu-
man resources [2]. Risk analysis and management are often conducted in the orga-
nizations that are responsible for these safety-critical systems and provide critical
services to society, which means that risk analysis is carried out by several differ-
ent organizations when circumstances are changed. Therefore, clearly described
methods and guidelines for conducting these analyses are needed. That is, an ef-
fective risk management approach is needed that requires a continuous assessment
of potential risks in an organization at relevant lower levels and then it aggregates
analysis results at the higher level to improve decision making.

Today, almost every organization has procedures and rules regarding risk anal-
ysis and management and knows how one should carry out risk analysis and man-
agement, based on available methods, frameworks and guidance documents. That
is, organizations often have formal processes defined for how risk analysis should
be conducted. Furthermore, there exist a large number of reported normative re-
search studies that investigate how risk analysis and management can be carried
out [24]. However, there are only few studies available that investigate how risk
analysis and management are actually carried out in practice. This study is carried
out to investigate and understand the current state of the practices of risk analysis
and management in large-scale organizations for their IT systems. It is intended
to provide insights into how practitioners deal with risk analysis and management
in different large-scale organizations and to understand what they see as the main
challenges.

2 Background and Related Work

There are several frameworks developed by different national and international or-
ganizations, e.g., the ISO 31000 standard [11] for risk management, the ISO/IEC
27005 for Information security risk management, CRAMM by the British Central
Communication and Telecommunication Agency (CCTA) [5], OCTAVE by the
SEI Software Engineering Institute [1], and the Risk Management guide for infor-
mation technology systems by the National Institute of Standards and Technology
(NIST) [23]. A detailed comparison of some of these frameworks is presented
by the European Union Agency for Network and Information Security (ENISA)
working group on risk assessment and risk management [6]. Furthermore, for a
more detailed risk analyses of technical systems, there also exist a number of risk
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analysis methods. Some of the most well-known methods of this type are Fault
Tree Analysis (FTA) [7], Failure Mode and Effect Analysis (FMEA) [16], and
Hazard and operability study (HAZOP) [19]. Some of the more high-level frame-
works described above specifically recommend one or more of these risk analysis
methods.

There are a number of studies that discuss and present the current practices
of risk analysis and management in different domains [8, 15, 18] but not for IT
systems. For example, [18] present lessons learned and best practices for risk
management for developing an enterprise-wide risk management framework are
identified from 14 case studies. [8] describes the current state of risk management
practices in German small and medium size enterprises (SME) in a study based on
questionnaires and interviews. The research on current practices in risk analysis in
IT systems is by no means complete, and more knowledge would be needed. Most
of the presented research on available methods and frameworks for risk analysis
and management is of normative nature that guide how one should carry out risk
analysis and management. It is not sufficiently investigated how different organi-
zations are actually carrying out risk analysis and management.

3 Research methodology
The main objective of this study is to investigate the current practices of risk anal-
ysis and management for IT systems in the large-scale organizations. Moreover,
this study also investigates the existing challenges in the current practices of risk
analysis. The research method used for this study is a qualitative interview re-
search method [3] in the form of a qualitative survey, based on the discussions
by [12]. According to [12] the qualitative survey analyses the diversity of mem-
ber characteristics within a population as opposed to the statistical survey, which
analyses frequencies in member characteristics in a population. The research pro-
cess in this study includes goal definition, design and planning, data collection,
data analysis, and reporting, as described by [3]. The first author of this study was
responsible for the thematizing, design and planning, collection of data through
interviews, transcription, and analysis of the collected data. However, there is one
interview that was carried out and transcribed by the second author because it was
carried out in Swedish. The methodology is illustrated in figure 1. The circular
arrow indicates the iterations that took place in the research. The steps were not
carried out in strict order without going back. Instead there were several iterations
where new findings affected the detailed goals and the interview questions.

3.1 Goal definition
A set of goals and research questions were defined based on the experience, knowl-
edge of the authors, and literature reviews of the area. The main research questions
of the presented research are
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research questions

interview guide,
selected participants

transcribed interviews

identification of main categories,
summarized findings in main categories,
challenges in risk analysis

design and planning

data collection

data analysis

goal definition

Figure 1: Methodology

• RQ1: What are the main current practices of risk analysis and management
for IT systems in the studied governmental organizations?

• RQ2: What are the main challenges in the current practices of risk analysis
and management for IT systems in the studied governmental organizations?

RQ1 is answered by interviewing people responsible for risk analysis and man-
agement in large-scale organizations about the current practices of IT systems risk
analysis. The interviewees were asked how they carry out risk analysis and then
the collected qualitative data was analyzed and the results were presented. RQ2 is
answered by asking interviewees about the challenges and problems that they face
while carrying out risk analysis in their organizations.

3.2 Design and planning
This section presents the research procedures carried out in designing the study and
the preparations made for the data collection. This include designing the interview
guide with interview questions, and the selection of interviewees. The general
design of the study is qualitative. That is, the analysis is based on understanding of
the data, and not quantitative findings based on statistical significance, see e.g. [?].

The interview guide for the semi-structured interviews was designed based on
the research objective and questions of the study. The interview guide was updated
several times, e.g., after review by the second author and after carrying out the first
interview. In the last update of the interview guide (after the first interview) the
general content of the guide remained the same, however the structure and order
of the interview questions were modified and improved.
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Table 1: Overview of interviewees’ roles and their organizations
Org. Type of org. Role of interviewee # empl.
A Education Chief security officer 7-8 k
B Municipality Coordinator of info. security 21-23 k
C Health care Head of IT security 32-34 k
D Municipality Responsible of info. security 9-10 k
E Municipality Security and safety officer 9-10 k

The interview guide was designed in three themes with questions about cur-
rent practices of risk analysis, existing challenges in carrying out risk analysis
and questions about improving current practices of risk analysis. Before these
three main themes there were a number of introductory questions about the inter-
viewees’ roles in organizations and their experience with risk analysis, etc. The
questions of theme one, current practices of risk analysis, were divided into three
groups (general questions about the risk analysis process, questions about carry-
ing out risk analysis and after this questions about risk management). After this in
theme two, challenges in current practices, the questions were mainly about identi-
fying the existing challenges in carrying out risk analysis. Finally, in theme three,
improvements for current practices of risk analysis, the questions were mainly in-
tended to get suggestions for improvement. However, theme three is not included
in this study.

The selection of participants was carried out with the objective to represent
the relevant range of viewpoints from security, safety, risk analysis and manage-
ment domains for IT systems. The following selection criteria were used to select
the participants for this study. Participant should be involved with risk analy-
sis and management of IT systems, and must be working or having experience
from working in a large-scale organization. Participants should also be located in
southern Sweden for ease of accessibility. Initially, 32 persons from 30 different
Swedish municipalities, and 3 persons from the regional health care, were con-
tacted through emails. After this, very few responses were received and then all
persons who did not reply were contacted again through email after 3 weeks. In
total 5 persons responded that they were willing to participate in the study and they
all fulfilled the selection criteria, see Table 1.

The interviewees are all responsible for the risk analysis in central units of their
organizations. The central unit, which is responsible for the whole organization
manages all sub-departments and sub-organizations regarding risk analysis and
management e.g., hospitals, schools, emergency services, etc. Furthermore, the
persons responsible for risk analysis in the sub-departments and sub-organizations
working under a municipality get support from the central risk unit for risk analysis
and then after analysis they report analysis results back to the central risk unit for
aggregation. This way it can be said that a person responsible for the central risk
unit has knowledge about how others are carrying out risk analysis and managing
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their risks.

3.3 Data Collection and Analysis

A semi-structured interview strategy [21] was, as described above, used for the
interviews. The interviews were conducted over a period of about four months.
After having consent by the interviewee to record the interview, audio recordings
were made of each interview. On average an interview lasted for about 50 min-
utes. The interviews were transcribed and the transcripts were validated through
member checking by sending them to the interviewees for review. After this, the
transcripts were divided into chunks of text consisting of a couple of sentences
each to map with the themes or categories of the interview questionnaire. Three
main themes or categories we defined: current practices, exiting challenges, and
suggestions for improvements were defined in the interview guide.

A set of codes, i.e. keywords, based on the research and interview questions
was first produced and then iteratively updated during the analysis. The final set
of codes consists of 16 codes related to current practices, and 8 codes related to
existing challenges. Then, the text relevant to each category was analyzed to find
the diversity between the experiences of the interviewees about the risk analysis
practices.

3.4 Validity Evaluation

According to [3], the overall validity of an interview-based research study is de-
scribed by the research reliability, research validity, and the possibility to gener-
alize the research results. The reliability refers to the consistency and trustwor-
thiness of research findings [3]. Here, consistency and trustworthiness denote to
what extent a finding is reproducible at other times and by other researchers. This
can be interpreted as if another researcher subsequently conducts the same study,
the results should be the same. In this study, the interview guide was designed and
developed, which helped to carry out interviews in a consistent way. Moreover, all
findings were also reviewed by the second author, which means that this threat has
been addressed at least to some extent.

The research validity determines if a statement is true, correct, and strong.
It helps to solve the issue of whether a method investigates what it claimed to
investigate [3]. In this study, it can be assumed that the topic being analyzed (risk
analysis and management in large-scale organizations for IT systems) was well
known by the all interviewees. Moreover, during the interviews, care was taken
not to ask questions with over-complicated terms in order to make sure there was
good understanding by the both interviewees and interviewer.

The generalizability is concerned with generalization of results from the cho-
sen population and topics that have been investigated. The main threat to the gen-
eralizability of this study has probably to do with the sampling of interviewed
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subjects. The interviewed subjects can be seen as a representation of risk profes-
sionals, not the least since they are collaborating and supporting many risk profes-
sionals in their work in the same organizations. The findings are more in the form
of understandings than in the form of distributions, which means that the findings
are not that difficult to transfer to other situations when the context can be seen
as similar. However, the analysis is based on a rather small number of interviews,
which needs to be taken into account when conclusions are drawn.

4 Analysis and Results

4.1 Current Practices of Risk Analysis

This section presents the analysis and results of the main categories, that is, the
current practices of risk analysis, and the existing challenges that were defined in
the interview guide of this study.

Importance of Risk Analysis

During the interviews, it was investigated to what extent risk analysis is seen
as important for the interviewees in their work-related activities. According to
the majority of the interviewees, it is crucial to carry out risk analysis because
most of their security and safety countermeasures and mitigations in different sub-
departments and projects are based on it. So, if one finds a severe risk then there is
a need to take counter-measures to mitigate the possibility for someone to exploit
or miss-use of the system. Furthermore, the interviewees (organizations B and E)
mentioned that, in most situations, IT systems that are maintaining other services
are not of primary concern in risk analysis. Instead, the services themselves are
more critical. For example, if a service is to provide health care, then one needs
a system, which consists of staff with expertise, infrastructure, medical facilities
etc. However, an important part that is needed is an IT system for the manage-
ment of different tasks and patient information, which means that these IT systems
are more critical because of their importance. Here, the question arises how it is
possible to know about the importance and dependency of these services and the
answer to this is by carrying out risk analysis. Finally, one of the interviewees
(organization D) mentioned that the public organizations are funded by the tax,
and therefore need to be really effective. For this effectiveness they should be able
to see what parts or services are important. That is, risk analysis is important for
the organizations to carry out their tasks and risk analysis helps them manage their
critical systems and services.
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Identifying Critical Assets and Services

Identification of critical assets and services and their prioritization are important
activities in the risk analysis process. Most of the interviewed organizations are
aware of this vital activity and in their first step of risk analyses they determine
which services are important for society. For example, for delivery of these ser-
vices one needs several elements, e.g., software, hardware, and staff with knowl-
edge. Therefore, one has to know how important the services are, as they are
setting the requirements to the system. For example, organization B has many
services that it is providing to the society and for these services they have per-
formed a prioritization for the both normal operations and crisis situations. The
IT department at Organization B knows which services are most important for the
functioning of the municipality and its inhabitants. If something goes wrong in the
infrastructure, then the IT department has a prioritized list of services.

“The IT department knows which services are most important to serve
the municipalities and inhabitants. If something goes wrong in the
infrastructure then IT department prioritizes what is more important.
Then, they know we have to prioritize for example health care system
instead of library service work.” (Organization B)

Another interviewee mentioned that:

“From an IT perspective there is a ‘crisis list’ that shows what IT sys-
tems are important and they are prioritized in a certain order. More-
over, we have developed a critical assets list based on many risk and
crisis analyses conducted with in different departments.” (Organiza-
tion C)

However, there are a few organizations (A, D and E) that are aware of this fact
but they are trying to improve the overall risk analysis process, including the iden-
tification of critical assets. Few organizations are very systematic in doing risk
analysis of their IT systems and critical services although they are improving this
particular activity and in general the whole risk analysis process.

That is, identification of critical assets is seen as important, but some organi-
zations are still working on defining complete records of important assets.

Defining Roles and Responsibilities

Definition of roles and responsibilities for normal and crisis situations is impor-
tant. If there is a critical system then it is important to have an owner of it from
the risk analysis and management perspectives. Regarding this the interviewed
organizations, municipalities and health services providers are at least following
a systematic approach and they use some models. For example, one organiza-
tion B is using a model named PM31 for definition of roles and responsibilities.

1http://pm3.se/en/
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The model demands that all assets need to have an owner or someone responsi-
ble.Then, there is an independent audit unit for these organizations. It serves as
a bridge between these public organizations and the government to monitor and
regulate different activities.

Carrying out Risk Analysis

Regarding the responsibility of risk analysis it was noticed that mostly head of
department, project manager or anyone who is responsible for an organization or
sub area is responsible for carrying out risk analysis. In the public sector there are
normally a few persons responsible for risk analysis and management who carry
out risk analysis for central systems. Moreover, they also support other employees,
i.e., persons responsible for risk analysis in different sub-departments or organiza-
tions, to carry out their risk analysis. The central responsible person or unit for risk
analysis requires risk information from all sub-departments or sub-organizations
to aggregate risk information to take countermeasures from the central point.

Regarding how these organizations carry out risk analysis, it can be explained
in an abstract level because it is not exactly the same in all organizations. The
following example presents analysis of acquiring a new information system for
health record system. In step 1, they analyze what kind of information is important
and what are the potential risks to this information along with legal restrictions,
e.g., the personal information act. Based on this they have requirements of the
system in hand. This step does not involve technical details at this stage of analysis.
In step 2, they have requirements in hand with a list of identified potential risks. In
this step they involve technical parts and identify more potential risks by analyzing
the requirements to secure the information. Then, they consider potential identified
risks with their likelihood and consequences. In carrying out both steps they follow
the ISO 27000 standard. In the final step most, but not all, of the investigated
organizations re-analyze the acquired system for potential risks after a fixed time
interval.

Almost all interviewees carry out risk analysis in their organizations by them-
selves internally. However, one interviewee mentioned that sometimes they hire a
third party to carry out their risk analysis.

Involving People With Different Knowledge

Almost all the investigated organizations involve more than one person in order
to get people with different knowledge in the risk analysis process. It is impor-
tant from the completeness perspective of the risk analysis process i.e., yielding
complete risk analysis results. Generally, all the interviewed organizations involve
5 to 7 people in risk analysis consisting of IT function, law function, end-user,
system developer representative and one person from higher level management
working with the strategies and policies. Here, the IT function means IT security
specialist along with system administrator, system architect and system owner. In
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some cases all representatives from an IT function take part in risk analysis. Then,
the law function represents legal team who checks that all legislation is being fol-
lowed in the risk analysis process. However, there exist some challenges that are
presented elsewhere in this paper. For example, one of the interviewees (Organi-
zation E) mentioned a risk analysis case where they tried to include people with
different knowledge and they ended up with 30 people, which posed several prob-
lems in risk analysis.

Used Methods For Risk Analysis

The majority of the interviewees mentioned that generally their main focus is to
have a simple method or technique to work with for risk analysis. Almost all
of the organizations are using qualitative risk analysis methods with qualitative
descriptive values to anticipate probabilities and consequences of unwanted events.
They are not using quantitative methods and estimates because they do not want
to make the risk analysis process more complicated and difficult.

Almost all organizations are following international standards but they have
adapted these standards and methods to their needs. Organization A is using their
own risk analysis method that is based on international standards and methods.
Organization B is also using their own risk analysis method based on ISO 27000
and ISO 31000, and Organization C is using a risk analysis method that is based
on ISO 31000. The risk analysis method used by Organization D and E is based
on ISO 27000, adapted by a national organization2.

Follow-Up Analysis

Follow-up risk analysis means that if a critical risk is found and is being treated
then it requires to carry out risk analysis again for whole system or a specific part
of system depending on the treatment of found risk. Most of the investigated or-
ganizations carry out follow-up risk analysis. For example, Organization B carries
out follow-up after every two years and Organization C and Organization D carry
it out every time after introducing significant changes in the system. However, Or-
ganization C is dealing with more safety critical systems as it is providing health
services to a large number of inhabitants. Moreover, because of its severity it does
not have any defined time period for follow-up analysis instead it has instructions
that follow-up analysis should be carried out after every major change.

Education and training About the Risk Analysis Process

Not very many concrete activities regarding education and training about risk anal-
ysis in the investigated organizations were described. It was found that these or-
ganizations are not investing enough to educate and train their employees to carry

2Swedish Association of Local Authorities and Regions, https://www.skl.se
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out or participate in the risk analysis process. For example, persons responsible for
risk analysis in these organizations has duty to educate his/her sub-departments or
organizations to carry out risk analysis by their own. The majority of the intervie-
wees (organizations A, B and E) mentioned that they educate others about the risk
analysis methods and models. However, except this education there is no other
courses or trainings for risk analysis in these organizations. Only one intervie-
wee (Organization C) mentioned that they have both internal and external training
courses about risk analysis.

4.2 Existing Challenges in Carrying Out Risk Analysis

This section presents the identified challenges, which are encountered by intervie-
wees while carrying out risk analysis of their IT systems.

Required Competence and Skills

The required competence and skills are considered to be significant to carry out
risk analysis. In general, all of the interviewees mentioned that the required com-
petence and skills are important to carry out risk analysis. The required com-
petence and skills are not the same in all sub-departments or organizations. For
example, one of the interviewees mentioned that:

“The competence and skills change dramatically between different
sub-departments and sub-organizations. This variation in competence
and skills of different sub-departments makes the risk analysis process
more difficult and complex.” (Organization B)

The important challenge is knowledge of doing risk analysis because most of the
times there is a need of someone who leads the risk analysis process with the
understanding of what should be covered in the risk analysis process. Therefore,
lack of people with required competences and skills could be a risk in itself for
risk analysis because it can yield incomplete analysis results.

Different Opinions About Risks and The Risk Analysis Process

The next unfolded challenge by this study is that people involved in risk analysis
have different opinions about risks and the risk analysis process itself. Here, the
difference in opinions regarding risks and the risk analysis process exist because
of how people perceive and trust them. Trust in the risk analysis and management
process is very crucial and helps in yielding better results, which consequently
improves critical societal services. The view of distrust comes from considering
something not important. [22] argues that this distrust among people is not because
of ignorance. On the other hand, after these many years, today we can notice that
it is somehow because of public ignorance. Therefore, there exist challenges that
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risk practitioners are facing because people think differently and sometimes do not
have enough information. All the interviewees mentioned that more or less they
encounter this challenge, e.g.,

“Mostly people involved with risk analysis are divided into three cat-
egories i.e. people who say ’yes’, people who say ’why?’, and people
who say nothing about carrying out risk analysis.” (Organization A)

People who say ’yes’ represents the group that knows the importance of risk
analysis and this group trusts in it. People who say ’why?’ represent the group
that knows the importance of risk analysis but only partially. Therefore, after
carrying out risk analysis once they are reluctant to carry out a follow-up analysis.
Then, the third group who says nothing seems ignorant and this group does not
believe and trust in the risk analysis and management process. Usually the third
group tries to move to next step without carrying out risk analysis. One of the
interviewees mentioned that it is really important to communicate that risk analysis
is an important activity for a project or mission and it can not be skipped at any
cost.

After this, comes the issue of different priorities in a department, which is also
relevant to the different thinking about the risk analysis process. For example,
one of the interviewees mentioned that everything has a priority and it might be
that carrying out risk analysis for critical IT systems and services in a particular
department is not given the highest priority. Sometimes, when the central risk unit
question about it then the department’s risk people answer yes we know that risk
analysis is important but we do not have time to carry out. Here, it seems like these
kinds of problems are more exposed to the large-scale organizations however it is
interesting to investigate this in small-scale organizations as well.

Pre-Understanding of The Risk Analysis Process and Its Context

To carry out an effective and complete risk analysis, people involved in it should
have good pre-understanding of the potential risks, the risk analysis process, and
the system being analyzed within its context. Almost all of the interviewees men-
tioned that having a clear pre-understanding about these elements is very impor-
tant, although they do not always see this in their practices. One of the interviewees
mentioned that if an analysis unit does not have this pre-understanding then there
are chances that they will also identify some risks that are ongoing or already been
eliminated.

Subjectivity in Risk Analysis

There is a discussion going on whether risk analysis is subjective, objective or
some combination of both, e.g. [4, 9]. Since the risk analysis process involves
subjective judgments or estimates in its all activities, it does not produce exact
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estimates that means one cannot call it a complete objective process. Here, it
worth to mention that the estimates for potential risks made by either experts or a
normal user of an analyzed system can not eliminate involved subjectivity in the
risk analysis process [20].

In this study, all the interviewees mentioned issues related to subjectivity in the
risk analysis process. Some of the interviewees mentioned that this subjectivity is
a severe challenge that makes risk analysis more complex and difficult to carry
out. People think differently and have different opinions about things similarly
this goes for potential risks and the risk analysis process as well. Interestingly,
one of the interviewees mentioned that this subjectivity, of course, brings some
challenges, but it is also a significant strength of the risk analysis process. All
the interviewees also mentioned that because of subjectivity they carry out risk
analysis in groups and try to reach consensus regarding risks and their values.
Furthermore, they mentioned by involving different kinds of roles in risk analysis
could eliminate this challenge at some extent.

Follow-Up Risk Analysis

All investigated organizations have well defined and designed normative docu-
ments saying that they should carry out follow-up analysis after some specified
time interval. However, because of priorities in the organizations, they are not
always following these instructions strictly. One of the interviewees mentioned
that:

“We are reworking with the instructions for follow-up analysis that
it should be carried out more on the regular basis. We have work in
progress there to improve this area.” (Organization C)

Interestingly, Organization D has this follow-up analysis as a major activity in
their risk analysis and management process, and it has also defined the person
responsible for it. However, here the challenge is if one has performed risk analysis
a year or more ago then he/she question why this should be done again.

Moreover, the interviewee from Organization A, mentioned that he carried out
more than 20 risk analyses of different departments. He tried to educate all em-
ployees about risk analysis and also motivated them to carry out risk analysis on
regular basis to improve decision-making. He offered to all departments of the
organization that whenever they need help or suggestions to eliminate risks or re-
garding anything for risk analysis and follow-up they can contact him. After this,
no one contacted him regarding anything just because they think risk analysis is
over and now they can do other things by saying that we are done with risk analy-
sis.
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5 Discussions

Several factors were investigated regarding the current practices and existing chal-
lenges of risk analysis as presented in detail in the results section. For example,
regarding the importance of risk analysis in large-scale organizations the findings
show that it is an important activity for organizations that are dealing with safety-
critical systems and services corroborating the findings of [18]. It is an important
activity because most of an organization’s security and safety countermeasures or
mitigations in different sub-departments and projects are based on risk analysis and
assessment. However, the associated challenge with risk analysis is that different
employees have different opinions about risks and the risk analysis process. This
difference in opinions is probably because of different level of perception, trust,
and priorities about the risk analysis process. Therefore, this difference in opinions
about importance of risk analysis makes difficult to carry out risk analysis.

Then, regarding carrying out risk analysis practices (RQ1) more or less all
investigated organizations are analyzing their critical systems or services in the
same way, at least on an abstract level. The reason for this could be that all or-
ganizations are of the same nature, i.e., governmental organizations dealing with
critical services to society. It was found that these organizations mainly focus on
the information or services in risk analysis instead on an IT system. Here, it can
be said that they are using the system level analysis method [17]. The associated
challenges with carrying out risk analysis practice are the following. Firstly, the
required competences and skills are a great challenge in carrying out risk anal-
ysis in these critical organizations. The findings of this study suggest that lack
of knowledge and expertise about doing risk analysis is itself a risk. Moreover,
the knowledge about the system context that is being analyzed and its bound-
ary definitions are very crucial as discussed in [14]. Secondly, pre-understanding
of the risk analysis process is also a challenge while performing risk analysis of
safety-critical services. This challenge is very similar to the required skills and
competences challenge. However, it is about having good pre-understanding of
potential risks, the risk analysis process, and the system being analyzed with its
context. On the other hand, required skills and expertise deal with the knowledge
of different risk analysis methods or tools and then the knowledge used for defin-
ing the system boundaries. The best practices of risk analysis and management
identified in study [18] also suggest that the risk management process should start
with context establishment that includes organizational objectives, stakeholders,
constraints, risk criteria, and other factors.

Next, involvement of different people (RQ1) in risk analysis is investigated
and it is found that these organizations involve more than one person with dif-
ferent knowledge in the risk analysis process. Several authors, e.g., [13], [10],
and [25] advocate to involve various roles or perspectives in risk analysis. Regard-
ing involvement of different people in risk analysis the investigated organizations
are seem to be mature. The associated challenge (RQ2) with this practice is sub-
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jectivity involved in risk analysis.
Furthermore, the analysis of this study reveals that the simpler methods, mod-

els and tools for risk analysis are better and being used in the investigated organi-
zations as this corroborates with the findings of the study [18].

There is, of course, an evolution of risk analysis methods for IT systems. There
are methods available today, and there will be new methods developed. Based on
this study it is possible to point at some of the challenges which could be possible
to take into account in the development of new methods. Especially the fact that
risk analysis on the one hand requires involvement of many experts in the organi-
zation but on the other hand that it is challenge to overcome the need for training
about risk analysis and that it is not always given the highest priority in all parts
of the organization as described above. This means that risk analysis approaches
must overcome these challenges.

6 Conclusions
This study investigates and presents the current practices (RQ1) and existing chal-
lenges (RQ2) of the risk analysis and management process for IT systems in dif-
ferent large-scale organizations. Based on the results of this study regarding RQ1,
it can be concluded that risk analysis is an important activity in large-scale organi-
zations because most of their security and safety countermeasures are dependent
on it. Furthermore, based on the findings of this study it can be concluded that
the investigated organizations are not sophisticated regarding the identification of
critical assets and services and its documentation, which is an important activity
for risk analysis. Regarding methods for risk analysis it can be concluded that the
simpler methods, and models for risk analysis are better than the complex ones
because they are being used in the investigated organizations.

Based on the results of this study, regarding RQ2, it can be concluded that the
required competences and skills are a great challenge in carrying out risk anal-
ysis in large-scale critical organizations. Another identified challenge is lack of
knowledge and expertise about doing risk analysis, which is itself a risk. Next, the
pre-understanding of potential risks, domain, and the risk analysis process is also
a challenge while performing risk analysis of safety critical services. The findings
of this study also found that involvement of different roles in the risk analysis pro-
cess eliminates at least the negative effects of subjectivity in risk analysis. After
this, the next challenge identified is relevant to follow-up analysis that is how peo-
ple perceive risk analysis and its priority among other things, which is different in
different organizations and their sub-departments. There is a need for further re-
search in order to provide general suggestions to improve the risk analysis process
in large-scale organizations dealing with safety-critical IT systems and services.
New risk analysis methods that are defined should meet the identified challenges.
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PAPER III

PERSPECTIVE BASED RISK
ANALYSIS - A CONTROLLED

EXPERIMENT

Abstract

Context: The increasing dependence on critical IT systems makes them more and
more complex, which results in increased complexity and size. Risk analysis is
an important activity for the development and operation of critical IT systems, but
the increased complexity and size put additional requirements on the effectiveness
of risk analysis methods. There complexity means that there is a need to involve
different perspectives into risk analysis. Objective: The objective of the research
carried out in this study is to investigate the effectiveness of perspective-based risk
analysis (PBRA) methods compared to traditional risk analysis (TRA) methods.
Method: A controlled experiment was designed and carried out. 43 subjects per-
formed risk analysis of a software-controlled train door system using either TRA
or PBRA. Results: The results suggest that PBRA helps to identify more relevant
risks than TRA. On the other hand, our experiment failed to provide supporting
evidence that PBRA helps to identify fewer non-relevant risks. This study also
found that PBRA is more difficult to use than TRA. Conclusions: Some potential
benefits of using perspective-based risk analysis are uncovered and experimentally
confirmed. In particular, it was discovered that PBRA is more effective than the
traditional method and identifies more relevant risks.

Sardar Muhammad Sulaman, Krzysztof Wnuk and Martin Höst,
In Proceedings of the 18:th International Conference on Evaluation and Assess-
ment in Software Engineering (EASE ’14). Association for computing machinery
(ACM) 2014.
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1 Introduction

The increasing complexity of socio-technical IT systems and our dependence on
them put additional pressure on the effectiveness of risk analysis methods. More
complex IT systems contain more interacting components and sub-systems, which
in turn increase the probability of serious failures [13]. Moreover, failures in these
complex safety-critical systems are often results of multiple interacting decisions
and errors [11].

The complexity, size, and heterogeneity of today’s IT systems call for involv-
ing different perspectives into risk and hazard analyses. Several authors, e.g.,
Leveson [11] and Ierace [5] recognized the benefits from multiple views analy-
sis and encouraged adding internal and external organizational perspectives into
the hazard analysis teams. Yoran and Hoffman proposed defining roles and identi-
fying actors before performing risk analysis in order to improve the process [24].
Morevoer, involving different perspectives is also recommended by several risk
analysis standards and methods [1, 3, 7, 18].

Perspective-based reading was successfully used for reviews and inspections
during software projects, e.g. [14]. However, the potential benefits of involving
perspectives into risks analysis have, to our knowledge, not been explored in an
experimental way. It can also be observed that only one study listed in a survey
about controlled experiments in software engineering was classified as software
and system safety [16], which also indicates the need for experimentation in the
area.

In this paper, we report the results from an experiment designed to investigate
if Perspective-Based Risk Analysis (PBRA) that involves different views and per-
spectives is more effective and offers higher confidence than Traditional Risks
Analysis (TRA). 43 subjects performed risks analysis of a software-controlled
train door system using either TRA or PBRA. The effectiveness of the methods
is measured by counting the number of relevant and non-relevant risks. A ques-
tionnaire was used to assess the difficulty of the methods and the confidence of the
subjects concerning the correctness of the identified risks.

This paper is structured as follows: Section 2 provides related work while
Section 4 outlines the experimental design. Section 4 describes the execution of
the experiment and Section 5 provides the experimental results. Section 6 analyzes
the results and Section 7 discusses the validity threats. Section 8 presents the
discussion. Finally, the paper is concluded in Section 6.

2 Related Work

There exist a number of risk analysis methods for technical systems in general or
for IT-systems in particular, e.g. [1,3,7,18] just to name a few. The Risk Manage-
ment guidelines for Information Technology Systems [18] highlight that manage-
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ment, CIOs, system owners, business managers and security program managers
should be involved into the risk management process. The OCTAVE method for
risk-based information security assessment also advocates involving business and
IT perspectives into the risk analysis processes [1]. The NetRAM method for
network security analysis is also adapted for different enterprise structures on dif-
ferent levels and therefore can also involve the business perspective [3].

Some of the most well-known low-level risk analysis methods are Fault Tree
Analysis (FTA) [4], Failure Mode and Effect Analysis (FMEA) [13] and Hazard
and operability study (HAZOP) [5]. These methods have successfully been used
for decades for technical and IT systems. However, these traditional methods do
not consider the use of perspectives.

The recent advances in risk analysis methods or techniques include an actuator-
based approach that identifies failures in four different severities [9] and the Sys-
tem Theoretic Process Analysis (STPA) method proposed by Leveson that con-
siders safety as a control problem rather than a component failure problem [11].
STPA was applied to various systems with positive outcomes [6, 11, 21].

The idea of using perspectives is not new. Perspectives were utilized for read-
ing software engineering artifacts with the purpose of improved defect identifica-
tion [2, 14]. Perspective-based reading was also applied for object oriented de-
sign inspections [15], code reviews [10] and usability inspections [25]. Different
perspectives, e.g. developers, testers and domain experts are often involved in re-
quirements elicitation. This results in increased quality of elicited requirements
and often uncovers new requirements based on various views and perspectives.

Yoran and Hoffman proposed the Role-Based Risk Analysis (RBRA) method
that defines roles and identifies actors before performing risks analysis activities
in order to reduce the set of vulnerabilities and controls to those appropriate to a
given role [24]. RBRA was presented on an illustrative example from the computer
software engineering domain but not experimentally investigated. Leveson [11]
and Ierace [5] advocated to involve various perspectives during risk analysis, also
from external organizations. It is always recommended, in almost all risk analysis
methods, to have experts with domain knowledge while performing risk analysis
but to our knowledge no one has proposed the use of specific perspectives for risk
analysis. In this study we have used specific perspectives for the performed risk
analysis. To summarize, the potential of perspectives in risk analysis was not yet
experimentally assessed.

3 Experimental Design

In this study, the research is carried out through a controlled experiment based on
the guidelines presented by Wohlin et al. [22] and reported based on the reporting
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Figure 1: Carried out steps for the experiment

guidelines presented by Jedlitschka et al. [8]1. This research is carried out in the
following steps as shown in Figure 1.

1. Experiment design

2. Risk analysis of the selected object for this experiment. This resulted in a
first set of “correct risks”.

3. Pilot study

4. Presentation about risk analysis to the subjects at a lecture

5. Experiment execution

6. Presentation of results to the subjects

3.1 Research Questions
The objective of the research carried out in this study is to investigate the effective-
ness of the PBRA method in comparison with the TRA method. Here, effective-
ness means a large number of relevant risks and a small number of non-relevant
risks. This general objective is broken down to the following research questions:

• RQ1: Which risk analysis method is more effective?

• RQ2: Which risk analysis method is more difficult to use?

1The experimental package including all the guidelines and results is available at http://serg.
cs.lth.se/index.php?id=87041
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• RQ3: How confident are the participants about the risks they find using the
studied methods?

RQ1 is important to investigate since a general goal of any risk analysis method
is to find as complete set of risks as possible [19] and to minimize the number of
non-relevant risks. RQ2 is relevant to investigate since the successful introduction
of any method is dependent on that it is not seen as too hard to use by the users.
Moreover, if the users do not feel confident (RQ3) with the results of the pro-
posed method, they will be reluctant to apply the method in the real safety-critical
systems.

3.2 Variables and Hypothesis
The following independent and dependent variables are used in this experiment.
The independent variable is the used risk analysis (RA) method. Two methods are
compared in this experiment:

• Traditional risk analysis

• Perspective-based risk analysis

The dependent variables for this experiment are:

• Nr: Number of relevant risks found

• Nnr: Number of non-relevant risks found

• D: Difficulty level while using risk analysis method. The difficulty is mea-
sured on a Likert scale with five possible values, from very easy (1) to very
difficult (5).

• C: Confidence level of the participants about found risks. The confidence
level is measured on a Likert scale with five possible values, from Very Con-
fident (1) to Strongly not confident (5).

The values of the dependent variables, Nr and Nnr, are calculated based on
the identified relevant and non-relevant risks. The confidence and difficulty levels
are determined using a questionnaire. The statistical analysis was performed to
accept or reject the hypotheses H1

0 , H1
1 and H1

2 .
RQ1 is broken down into two null hypotheses, detailed below. The first null

hypothesis is that both risk analysis methods, PBRA and TRA, find the same num-
bers of relevant risks.

• H1
0 : The mean of PBRA and TRA is equal that both found same number of

relevant risks (Nr).

The alternative hypothesis is:
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• H1
1 : The mean of PBRA and TRA is not equal that both found different

number of relevant risks (Nr).

The second null hypothesis for the RQ1 is that both risk analysis methods,
PBRA and TRA, find the same numbers of non-relevant risks.

• H2
0 : The mean of PBRA and TRA is equal that both found same number of

non-relevant risks (Nnr).

The alternative hypothesis is:

• H2
1 : The mean of PBRA and TRA is not equal that both found different

number of non-relevant risks (Nnr).

The null hypothesis for the RQ2 is that both risk analysis methods, PBRA and
TRA, are equally difficult to use.

• H3
0 : Both PBRA and TRA methods have same median that is same difficulty

level to use (D).

The alternative hypothesis is:

• H3
1 : TRA method has lower median that it is less difficult to use (D).

The null hypothesis for the RQ3 is that the participants of both methods are
equally confident about the identified.

• H4
0 : The median for both methods, PBRA and TRA, is same. i.e. the

participants of both treatments are equally confident (C).

The alternative hypothesis is:

• H4
1 : TRA method has small value of median that means the participants that

used TRA are less confident (C).

3.3 Subjects
The sample included participants of a project course in software development at
Lund University, offered in autumn 20132. The course is an optional advanced-
level Masters’ course for students from several engineering programs, e.g., Com-
puter Science, Electrical Engineering, Civil Engineering, and Information and
Communication Technology. The course gives 7.5 ETCS points that corresponds
to five weeks full-time study. This experiment was a non-mandatory part of the
course. 43 out of the total 70 students took part in the experiment. The partici-
pants were instructed clearly that the results of this experiment were completely
anonymous and do not have any effect on the final grade of the course. It was also
explained that results of the experiment will be used for research, and if they do
not want to participate in the research then they are not required to submit their
results.

2http://cs.lth.se/kurs/etsn05-programvaruutveckling-foer-stora-system/
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Figure 2: Functional diagram of a Train Door System [21]

3.4 Objects

The objects used a software-controlled insulin pump as an example in the guide-
lines, and a software-controlled train door system during the experiment. Both
systems represent embedded socio-technical safety-critical systems.

Train Door System

The train door system (see Figure 2) was selected for the experiment because of
the following reasons: (1) it is a simple system and it has fewer components than
the insulin pump, (2) it is highly possible that almost every participant has used
this kind of system, (3) the system is rather simple and should be easy and quick
to understand and (4) the participants should be able to find many risks for this
system. The automated train door system has four main components, shown in
Figure 2, the door sensor, door controller, door actuator and the physical door.

The door sensor sends a signal about the door position and the status of the
doorway (if the doorways is clear or not) to the door controller. Then, the door
controller receives input from the door sensor with some other inputs from the
external sensors about the motion and the position of the train. It also gets an
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indication about possible emergencies from an external sensor. After receiving
inputs, the controller performs some computation and then it issues door open
and close commands as shown in Figure 2. After this, the door actuator receives
commands from the controller and it applies mechanical force on the physical
door. Finally, there is a physical door in the system that is closed and opened by
the door actuator.

Insulin Pump

The software-controlled insulin delivery system (see Figure 3) provides automated
insulin delivery by monitoring blood sugar levels. The insulin pump is a portable
device that delivers insulin via a needle attached to the body. It was selected to
be an example system in the experiment guidelines because it is a representative
example of a small and simple safety-critical system. Moreover, it has already
been used for risk analysis [17].

3.5 Treatments
Traditional Risk Analysis (TRA)

The TRA method is an iterative activity and it consists of the four following
steps [20]:

1. Planning: In this step, after forming groups all group members carefully
read the system description individually and then decide who will be the
moderator and who will be the scribe for the group.
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2. Risk identification: This step determines a list of possible risks. It is an
iterative activity that is normally carried out by brainstorming. In this step
every risk analyst in the group attempts to find an individual list of possible
risks by answering the following question: What could happen or what can
go wrong?

After performing individual analysis, all analysts in the group compare and
merge their individually identified risks with others and make a common
risk list. During this process new risks can also be identified.

3. Determine likelihood: Step 3 determines the likelihood of occurrence of all
identified risks from step 2 by using the qualitative descriptors, i.e., highly
unlikely, unlikely, possible, likely, very likely.

4. Determine consequence: Step 4 determines the consequences (severity
level) of all identified risks from step 2 by using the qualitative descriptors,
i.e., insignificant, minor, moderate, major, catastrophic.

Perspective-Based Risk Analysis

The PBRA method is also an iterative activity that supports the risk analysts to
view and analyze the system from different perspectives. For example, one analyst
may analyze the system from the point of view of the designer, another from the
point of view of the developer, and another from the point of view of the user/client
of the system. We believe that by using different perspectives risk analysts can
perform a better and more in-depth analysis by thinking about different safety
and security requirements. The used guidelines for the both treatments were the
same; there was no extra information for the PBRA participants except the used
perspectives.

PBRA consists of four steps just like TRA, but in step 1, the planning step,
every member of the risk analysis team (group) is assigned one perspective for the
identification step (this is similar to the approach suggested by Yoran and Hoff-
man [24]). The other steps of PBRA are the same as in TRA.

The selection of perspectives can be done by the participants in the groups, or
can be assigned to the group before they start, in this case by the experimenter.
In this experiment, during the pilot study the experimenter assigned the specific
perspectives to the participants according to their experience. In the experiment
execution with subjects, the perspectives were selected by the participants them-
selves according to their own choice.

In this experiment, PBRA was performed from the following three perspectives
for the train door system.

• System Engineer (SE)

• Tester (T)
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• Train Staff Member (TS)

The participants were informed that it is possible and even likely that several
of the identified risks from the different perspectives are the same.

3.6 Instrumentation
The detailed guidelines were written in an understandable language and reviewed
by the authors to execute the experiment effectively. Minor changes were intro-
duced in the guidelines for the PBRA method about the use of different perspec-
tives, in PBRA the participants have to use different perspectives unlike TRA3.

The first section of the guidelines is about motivation to perform the experi-
ment and the risk analysis. The main motivation for the subjects to participate in
the experiment was to use the gained knowledge and experience from the experi-
ment in their own course projects since risks analysis was a mandatory part of the
course.

Then, the guidelines present the risk analysis method in detail with step-by-
step instructions to perform it. The guidelines also present one example system
(insulin pump) with some of the identified risks to give a solid idea about the risk
analysis process to the participants. The guidelines also present qualitative de-
scriptors for the likelihood of occurrence and the consequence levels with their
definitions. The example presented in the guidelines shows all steps of risk anal-
ysis for the example system (insulin pump) with likelihood and consequences and
example risks.

The description of the system (train door system), selected for the experiment,
was appended in the appendix of the guidelines. The system description contains
the technical details of the system and shows the boundaries of the system and the
system context. For risk analysis, defining the boundaries (scoping) of the system
being analyzed including all dependencies between components is very important
otherwise risk analysts could easily become confused or could find many non-
relevant risks. The system context, i.e., where the system is used, how and by
whom, is also very crucial for the risk analysis. To perform an effective and effi-
cient risk analysis the risk analysts should have clear understanding of the system
context [12].

A post-experiment questionnaire was designed to measure the understanding
of the guidelines, system description, and prior experience of risk analysis pro-
cess. It contains 8 questions in total, where 6 of them are quantitative and 2 are
qualitative.4

Two different data collection forms were designed to be used by the partic-
ipants, one for each risk analysis method. The participants were asked to write

3The guidelines can be accessed at
http://serg.cs.lth.se/index.php?id=87041

4The questionnaire can be accessed at
http://serg.cs.lth.se/fileadmin/serg/Questionnaire.pdf
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identified risks on the provided data collection forms. The example presented in
the guidelines used the same data collection forms. The motivation behind this
was to give good understanding of the risk analysis process to the participants.

For data collection a complete set of risks was needed to decide which risks,
identified by the participants, are relevant and non-relevant. The set of risks was
incrementally developed in several phases. The first author performed the initial
analysis and identified 28 risks. Then, one independent researcher working in
the software safety domain evaluated the list. After evaluation and discussion
13 more risks were added. During the pilot study, 23 additional new risks were
identified and added to the list. As a result, the final risk list contains 64 risks. The
participants of the experiment found 5 new risks during the experiment execution
that were not identified by the experimenters before. After adding these 5 new
risks in the risk list the total identified risks became 69.

3.7 Pilot Study/Experiment

After preparing the instrumentation a pilot experiment was carried out on 13:th
September 2013. The pilot study was carried out to evaluate the instrumentation
of the experiment. Therefore, the results of pilot study are not used in the analysis
of the experiment.

The sample contained 9 participants, where 5 participants were from the IT
industry with 1.5–5 years of experience in software testing and development. The
four other participants were researchers; one was PhD in biology and the other
three were PhD students in computer science and electrical engineering.

Since there were 9 participants, they formed three groups each with three mem-
bers. Each group was in the separate room when they performed the risk analysis
for the pilot experiment. Two groups performed risk analysis by using PBRA and
one group by using the TRA method.

The pilot experiment was carried out by following same steps for the main
experiment mentioned in Section 4. The participants of the pilot study were asked
to give feedback verbally after the experiment. After this, the feedback was noted
down by the experimenter for the later analysis of instrumentation.

The participants of the pilot study mentioned the following problems or ambi-
guities in the guidelines, and system description.

• The example system and the experiment system are not clearly distinguished
in the guidelines.

• Some information was missing in the given presentation for the experiment,
e.g., example about one risk having multiple causes and other way around.

• In the functional diagram of the train door system there is one ambiguous
input (control command) and one ambiguous output (status).
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Table 1: Results from the Pilot Study
Group Applied # of relevant # of non-relevant
label treatment risks found risks found
G1 PBRA 26 1
G2 PBRA 14 0
G3 TRA 11 0

• Other inputs mentioned in the functional diagram of the train door system
are un-clear.

• The detail of mentioned emergency indicator in the functional diagram of
the train door system is missing.

Based on the identified problems and suggestions from the participants in the
pilot study, changes were made to the instrumentation for the main experiment.
The guidelines were improved by explaining the differences between the both ex-
ample (insulin) and experiment (train door) systems. For the missing information
in the presentation, it was decided that the example risks should be explained in
the main experiment presentation clearly. The functional diagram was improved
by removing the mentioned ambiguous input and output (control command and
status). Here, the problem was unclear system boundaries because the mentioned
ambiguous input and output were connected with some external systems. There
were three other inputs (train motion, position and emergency indicator) to the
train door systems that were not clearly explained in the system description. This
problem was fixed by adding explanation for each input with headings (clearly
visible).

Results From the Pilot Study

Table 1 shows the results of the pilot study. There were three groups in the pilot
study. Two groups (G1 and G2) used PBRA and one group (G3) used TRA. It
can be noticed that the number of identified risks of G1 are significantly higher
than for the other two groups. This may be because of differences in experience
of participants. Group G1 had one member with 5 years of experience working
as a system tester and a second member was a PhD in biology. The experience
of the participants in G2 and G3 was almost same (1.5-2 years) and there is not a
significant difference in the number of found risks between them. However, more
risks were found with PBRA than TRA.

3.8 Data Collection Procedure
The data collection procedure was kept same for both the pilot experiment and
main experiment. The subjects were given a presentation including the motivation
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for the experiment, explanation of the risk analysis method to be used (TRA or
PBRA) with an example. The system that they should work with (train door) was
also described.

Then, there was a short answer/question session about the guidelines, system
description etc. Then, each group was asked to perform risk analysis. All members
of each group performed an individual risk analysis as mentioned in the instrumen-
tation. After this, each group was asked to compare and merge the individual risk
lists to come up with a common group risk list.

Data collection forms, designed by the experimenter, were distributed among
the participants for writing the identified risks during the risk analysis. After com-
pletion of the risk analysis, data collection forms were collected group by group.
Then, all the participants were given a post-experiment questionnaire. The results
from the experiment were collected by analyzing the information written in the
data collection forms and then these results were also checked against the post-
experiment questionnaire.

Each group was assigned a label and asked to write that on the data collection
forms. Group labels were used to know that both data collection forms and post-
experiment questionnaires are from one specific group, which was required for the
analysis. The participants of the experiment were completely anonymous.

4 Experiment Execution

There were total 43 participants of the experiment, see Section 3.3. These partic-
ipants were divided into 14 groups (7 groups for each treatment) with 3 members
in each as shown in Table 2.

Three course seminars were assigned for this experiment. The first seminar
was on 9:th September 2013, at 15-17, the second on 10:the September at 8-10,
and the third was also on 10:th September at 10-12. It was decided to perform
the experiment with the only treatment PBRA in the first seminar, and with the
treatment TRA in the second seminar. The third seminar was allocated to balance
the number of groups for both treatments.

21 students attended the first seminar, forming 7 groups, and they all partici-
pated in the experiment with the PBRA treatment. 4 students attended the second
seminar and used the TRA treatment by forming 1 group of three members. The
remaining one student was not part of the experiment. In the third seminar, 18
subjects participated. All attendees of the third seminar used the TRA method and
formed 6 groups, which balanced the experiment so that there were equally many
groups for both treatments.

This experiment was carried out by following steps.

1. The experiment guidelines were distributed among the participants.
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Table 2: Summary of groups at seminars
Seminar # of Subjects # of Groups

PBRA TRA
I 21 - 7
II - 4− 1 = 3 1
III - 18 6

Sum 21 21 14

2. The participants were given a brief (10 minutes) presentation about the ex-
periment task. This included an explanation of the risk analysis method,
the example presented in the guidelines and the system description. Some
examples of relevant and non-relevant risks about the example system were
also presented in order to show concrete examples of what type of risks that
can be identified, and on what level of abstraction the risks can be formu-
lated on.

3. There was a short (5 minutes) session with questions and answers about the
guidelines, system description, etc. The participants were given a chance to
ask immediate questions that they had after reading the guidelines, but they
were also allowed to ask questions during the later sessions.

4. The data collection forms were distributed for writing the risks found in the
system during the risk analysis.

5. Each group was asked to perform the risk analyses.

(a) 10 minutes were given for the planning step of the risk analysis. It was
possible to have as short time as this since the participants had already
read the system description.

(b) 35 minutes were given to perform the remaining steps (risk identifica-
tion, determine the likelihood level and the consequence level) of the
risk analysis. During this time, every member of a group performed
individual risk analysis.

6. Each group was given 20 minutes to compare and merge the individual risk
lists to come up with a common group risk list.

7. After the collection of data forms the post-experiment questionnaire was
given to all the participants.

5 Results
Table 3 shows the experiment results carried out in seminars I, II and III. In seminar
I, the PBRA treatment was used by 7 groups (21 participants). It can be seen that
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Table 3: The results from the main Experiment
Seminar Group Applied # of rele-

vant
# of non-
relevant

label treatment risks
found

risks
found

I M1 PBRA 14 3
I M2 PBRA 19 0
I M3 PBRA 13 1
I M4 PBRA 14 0
I M5 PBRA 8 1
I M6 PBRA 10 2
I M7 PBRA 14 1
II T1 TRA 7 0
III T2 TRA 9 0
III T3 TRA 10 1
III T4 TRA 11 0
III T5 TRA 11 0
III T6 TRA 10 0
III T7 TRA 9 5

group M2 found the highest number of relevant risks, 19, and group M5 found the
lowest number of relevant risks, 8. Group T7 found the highest number of non-
relevant risks, 5, and M1 found 3. Groups M3, M5 and M7 found 1 non-relevant
risk each. The remaining two groups (M2 and M4) found only relevant links.

In seminar II and III, TRA was carried out by the 7 groups. It can be seen that
group T4 and T5 found most relevant risks, 11, and group T1 found least relevant
risks, 7. Group T7 found most non-relevant risks, 5, and T3 found 1. All other
groups did not find any non-relevant risk. The remaining five groups found only
relevant risks.

As described in section 3.6, the experiment participants identified 5 new risks
that were not present in the risk list identified by the experimenters. These new
identified risks were also added in the risk list.

6 Analysis

The data collected from the experiment (the number of found relevant risks) was
analyzed for normality. Figure 4 shows the normal distribution plot for both
datasets (results of PBRA and TRA). The line on the left is from the TRA dataset,
the data points are quite clearly forming a straight line. However, the line of PBRA
dataset, on the right, does not look clearly straight. Since the datasets are rather
small, it was decided to use the Shapiro-Wilk normal distribution test. It is used
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Figure 4: Normal distribution plot for the data

to test the null hypothesis that data comes from a normally distributed population.
The null hypothesis was not rejected with the p-values 0.306 for TRA and 0.505
for PBRA. Both datasets proved to be normally distributed by using the Shapiro-
Wilk normality test, which is one of the most powerful normality tests [23].

After testing the datasets for the normality, the T-test was performed to check
for statistically significant difference between the efficiency of the TRA and PBRA
methods measured by the number of identified relevant risks (research question
RQ1). The T-test was applied to investigate the null hypothesis that the data from
the two methods are normally distributed with equal means and equal but unknown
variance, against the alternative that they are not. It revealed a statistical significant
difference between TRA and PBRA methods by rejecting the null hypothesis H1

0

with the p-value 0.027. As a result, we could accept the alternative hypothesis H1
1

that the subjects found more relevant risks using the PBRA method.
The box plots for the number of found risks are shown in Figure 5. It can be

seen that there is a difference in the number of found risks by TRA and PBRA
methods. The participants that used TRA method found on average 9.57 relevant
risks and the participants that used PBRA found 13.14 relevant risks.

To answer the second hypothesis regarding research question RQ1, the number
of identified non-relevant risks with both treatments was first analyzed for normal-
ity. The Shapiro-Wilk normal distribution test was used to test the null hypothesis
that data comes from a normally distributed population. The null hypothesis was
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rejected for TRA dataset with the p-value 0.0014 and it was not rejected for the
PBRA dataset with the p-value 0.587. Thus, it was decided to use non-parametric
tests.

The results were tested for the statistical difference using the Mann-Whitney
U-test. No statistically significant difference was revealed by the test resulting in
the p-value of 0.249. Therefore, we cannot state that the PBRA method helped to
identify fewer non-relevant risks.

For the research question RQ2 and RQ3, the following two questions were
asked using an ordinal scale in the post-experiment questionnaire5 respectively.

1. How difficult was the risk analysis method to use? (RQ2)

2. How confident are you that you have found all the relevant risks? (RQ3)

The data for RQ2 and RQ3 is collected by using an ordinal scale (Likert).
Therefore, the collected data has been tested by using a non-parametric test (Mann-
Whitney U-test).

5Due to space limitations we do not present complete survey results in this paper. We present the
frequencies of the answers in Table 4. The questionnaire and the complete set of answers are available
at
http://serg.cs.lth.se/index.php?id=87041.
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Table 4: Summary of result regarding RQ2 and RQ3 given in frequencies of
answers given for each option

Question
Method

Frequencies of answers

Difficulty
(RQ2)

Very Easy Easy Fair Difficult Very diffi-
cult

TRA 4 4 11 2 0
PBRA 0 2 12 7 0
Confidence
(RQ3)

Very confi-
dent

Confi-
dent

Fair Not confi-
dent

Strongly
not confi-
dent

TRA 0 1 5 9 6
PBRA 0 2 4 11 4

The collected data regarding RQ2 was saved in two vectors, x1 and y1, and
Mann-Whitney U-test with the left tail was used to test the statistical difference in
difficulty level while using both treatments. It tests the null hypothesis that data
in vectors x1 and y1 comes from continuous distributions with equal medians,
against the alternative that the median of x1 (TRA) is less than the median of y1
(PBRA). Mann-Whitney U-test rejected the null hypothesis H2

0 with the p-value
0.004 meaning that the TRA method is less difficult to use than the PBRA method.
The descriptive statistics, see Table 4, provides additional explanations for the test
result. No subject considered PBRA very easy while four subjects considered
TRA very easy. Moreover, seven subjects considered PBRA difficult while only
two subjects considered TRA difficult.

The data regarding RQ3 was also saved in two vectors, x2 and y2, and Mann-
Whitney U-test with the left tail was used to test the statistical difference in con-
fidence level between the two samples. Mann-Whitney U-test could not reject
the null hypothesis H3

0 with the p-value 0.691 meaning that there is no statistical
difference. Looking at Table 4, there could be several indications of lack of differ-
ence. Firstly, no subject was very confident of any method results. Secondly, six
subjects were strongly not confident of the TRA method results and four subjects
were strongly not confident of the PBRA method results. Thirdly, there are only
subtle differences between the number of subjects that were confident, fair, not
confident or strongly not confident about the results.

7 Validity Evaluation

The validity threats can be divided into four types [22]: conclusion, construct,
internal, and external. We discuss the most relevant validity threats below.
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7.1 Conclusion Validity
Use of wrong statistical tests: In order to reduce this threat, the collected data was
investigated for normality before parametric tests (t-test) were used.

Reliability of treatment implementation: In order to reduce this threat, all sub-
jects received the same standard instructions in all seminars. The illustrating ex-
ample in the guidelines was also same for both treatments.

Random irrelevancies: Elements outside the experimental setting can disturb
the experiment’s results i.e. noise, and unplanned interrupt in the experiment. In
order to reduce this threat, the subjects were not interrupted during the experi-
ment and there was no significant noise in the experiment room. Subjects were
instructed to discuss as quietly as possible while merging the individual risk lists.

Random heterogeneity of subjects: We believe that there is a very little chance
of this threat because the students were selected from the same level of education
(master students of engineering programs) and also had almost similar knowledge
and background. That is, the students come from a rather homogeneous group.

7.2 Internal Validity
Maturation: In order to reduce this threat the subjects were asked to perform risk
analyses in 35 minutes. It was assumed that 35 minutes would be enough to per-
form individual risk analysis and also subjects will not get bored.

Instrumentation: In order to reduce this threat the instrumentation of the exper-
iment was carefully written and then evaluated by one of the co-authors. After that,
an independent researcher evaluated the instrumentation. Finally, a pilot study was
carried out to evaluate and improve the instrumentation.

Compensatory rivalry: This threat to internal validity is minimized since the
subjects did not know that there is two different treatments.

7.3 Construct Validity
Construct validity generalizes the experiment’s results to the theory of the experi-
ment. Here, the theory is that PBRA method performs better and finds more rele-
vant risks as compared to TRA. Previous work advocated using perspectives dur-
ing risk analysis [5, 11, 24] as well as provided supporting evidence that perspec-
tives support reviews and inspections [14]. This theory is based on the assump-
tion that the use of different perspectives can support a better and more in-depth
analysis by encouraging the participants to think of different safety and security
requirements.

There could be a threat to the construct validity that the participants do not in-
terpret relevant and non-relevant risks as the experimenter intended. There could
be difference of risks interpretation between the participants and experimenters.
Similarly, the likelihood and consequence levels can also be misinterpreted. In
order to reduce the threats to construct validity, the guidelines were written to be
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as clear and understandable as possible, and help was provided by clarifying any
ambiguity to the participants when they asked. An example was also mentioned
in the guidelines to make them unambiguous and clear. A very simple and com-
mon system was selected for the experiment and we believed that almost all the
participants have already used it many time. This means that the selected system
was easy to understand without domain knowledge. Finally, a pilot study was also
carried out to mitigate any potential ambiguities.

The fear to be evaluated (also known as evaluation apprehension) threat to va-
lidity was reduced by clearly stating that the results of the experiment do not have
any affect on the studentsÕ final grades. It is not possible to track the individual
participants of the experiment for evaluation because the participants were anony-
mous.

7.4 External Validity

Interaction of selection and treatment: There could be a chance of this threat be-
cause the subjects for the main experiment were students of a project course and
are therefore not representative for the entire population. However, to reduce the
affect of this threat, the pilot study was carried out by using experts from industry
and academia. There was not a big difference in the number of identified relevant
risks found by the industry experts and students.

Another threat to external validity is that the subjects were given 35 minutes
for the individual risk analysis and then 20 minutes for the comparison and merger
of individual risk lists. They were asked to find as many risks as they can but there
was no upper or lower limit for the number of identified risks. The given time was
also limited in order to reduce the effect of maturation. The time was chosen as a
tradeoff between having the possibility to spend a lot of time and be sure to find
“all” risks, and the risks of spending too much time and obtain maturation.

8 Discussion

The experiment confirms that subjects using PBRA found more relevant risks.
This result provides supporting evidence about the potential of roles and perspec-
tives in risk analysis, stretching outside a simple scenario of role-based risk analy-
sis given by Yoran and Hoffman [24] and recommendations given by Leveson [11]
and Ierace [5]. Moreover, our results suggest that perspectives could increase the
efficiency of not only document reviews [14] but also risk analysis and identifi-
cation. Contrary to expectations, our results do not bring the supporting evidence
that PBRA helps to identify fewer non-relevant risks. This indicates that there can
be an advantage to assign perspectives to participants in a risk analysis, as a com-
plement to only rely on the more natural differences between different roles in a
group.
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Our experiment brings statistically significant evidence that PBRA is seen as
more difficult than TRA. This does not have to be interpreted as negative for
PBRA. It may be that this level of difficulty is necessary, and acceptable, if the
results can be more relevant risks. It may also be possible that the higher difficulty
level may not be appropriate for the rather inexperienced students participating in
the experiment, this calls for a replication of this study with much more experi-
enced practitioners.

Regarding the confidence in the identified risks, no statistical significance may
be caused by a lack of experience and domain knowledge in train systems. The
results in Table 4 seems to support this interpretation as most subjects were highly
not confident about the risks identified using any of the methods. Thus, further
studies with more experienced risk managers and engineers are needed to further
explore this aspect.

9 Conclusions and Future Work

Involving perspectives into risk analysis brings a potential to increase the effi-
ciency of the risk analysis and confidence in the identified risks. In this paper, we
present the results from a study designed to experimentally assess the potential of
perspectives in risk management and therefore further experimentally explore the
suggestions given in previous work [1, 3, 5, 7, 11, 18, 24]. 43 subjects performed
risks analysis of a software-controlled train door system using TRA and PBRA.
We measured the efficiency of the methods by counting the number of relevant and
non-relevant risks and a questionnaire to measure the difficulty of the methods and
the confidence of the subjects in the identified risks.

Revisiting our research questions, we can with a statistical significance claim
that PBRA helps to identify more relevant risks than TRA. On the other hand,
our experiment failed to provide supporting evidence that PBRA helps to identify
fewer non-relevant risks (RQ1). Contrary to expectations, this study did find with
a statistical significance that PBRA is more difficult to use than TRA (RQ2). We
interpret this result as a consequence of the subjects’ limited experience in system
engineering and rail domain. It may be that this level of difficulty is necessary, and
acceptable, if the results can be more relevant risks. Finally, we cannot say that any
of the studied methods generated risks with higher confidence (RQ3). However,
most subjects were highly not confident about the risks identified using any of the
methods.

In future work, we plan to replicate our study with practitioners experienced in
rail domain. We also plan to apply PBRA on more complex systems by involving
practitioners that have extensive experience in the system engineering approach
and measure their performance. Finally, we plan to explore if different perspec-
tives than used in this experiment (tester, train staff member and system engineer)
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impact the number of relevant and non-relevant risks identified using the PBRA
method.
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PAPER IV

COMPARISON OF THE FMEA
AND STPA SAFETY

ANALYSIS METHODS – A
CASE STUDY

Abstract
As our society becomes more and more dependent on IT systems, failures of these
systems can harm more and more people and organizations. Diligently performing
risk and hazard analysis helps to minimize the potential harm of IT systems failures
on the society and increases the probability of their undisturbed operation. Risk
and hazard analysis is an important activity for the development and operation
of critical software intensive systems, but the increased complexity and size puts
additional requirements on the effectiveness of risk and hazard analysis methods.

This paper presents a qualitative comparison of two hazard analysis methods,
Failure Mode and Effect Analysis (FMEA) and System Theoretic Process Analysis
(STPA) using case study research methodology. Both methods have been applied
on the same forward collision avoidance system to compare the effectiveness of
the methods and to investigate what are the main differences between them. Fur-
thermore, this study also evaluates the analysis process of both methods by using
a qualitative criteria derived from the Technology Acceptance Model (TAM). The
results of the FMEA analysis was compared to the results of the STPA analysis,
which was which was presented in a previous study. Both analyses were con-
ducted on the same forward collision avoidance system. The comparison shows
that FMEA and STPA deliver similar analysis results.

Sardar Muhammad Sulaman, Armin Beer, Michael Felderer and Martin Höst,
Software Quality Journal, “Online First”, 2017.
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1 Introduction

The increasing dependence of our society on IT systems brings not only new de-
velopment opportunities but also new severe risks and threats. As our daily life is
almost completely dependent on IT systems, both for individuals and for organi-
zations (private and public), failures of these IT systems can have serious negative
consequences and effects on the society. In-depth and a completely performed risk
and hazard analyses help to minimize the potential harm of IT systems failures on
the society [18,40]. However, risk/hazard analyses of modern socio-technical sys-
tems are far from trivial, mainly due to the dynamic behavior that pervades almost
every modern software intensive system and a high number of interacting com-
ponents. As a result, many traditional low-level risk or hazard analysis methods
fail to encompass the dynamic behavior of the systems, as they focus solely on
the system component failures [18]. These traditional methods mainly focus on
identification of critical components of a system and then either try to prevent the
failures of these components or add redundant components. In case of dynamically
changing systems, a new risk can emerge from wrong or non-synchronized com-
mands that may lead to severe accidents. Therefore, new methods for performing
risk and hazard analysis, optimized for dynamic systems, are required.

There are still a number of uncertainties when it comes to what risk and hazard
analysis method to apply in a given situation. The main objective of this study is
to empirically compare two existing risk analysis methods, Failure Mode and Ef-
fect Analysis (FMEA) and System Theoretic Process Analysis (STPA). The study
compares the results of and investigates the effectiveness of the well-established
bottom-up FMEA and the rather new top-down STPA hazard analysis methods
by performing a comparison of how a hazard analysis is conducted for the same
system. Furthermore, this study also evaluates the analysis process of both the
methods by using a set of qualitative criteria, derived from the Technology Accep-
tance Model (TAM) [4, 5]. The results of the FMEA analysis yielded from this
study are compared with the results of a previous study [41] that presents an STPA
hazard analysis of a system. It should be noted that this study does not aim at
comparing both methods quantitatively, but instead to understand the differences
through a qualitative analysis. That is, we investigate both methods qualitatively
by analyzing hazard analysis results gathered by applying both methods, FMEA
and STPA, on a collision avoidance system. Furthermore, this study also evaluates
the analysis process of both methods by using the qualitative criteria derived from
the Technology Acceptance Model (TAM).

The remainder of this paper is structured as follows. Section 2 provides a back-
ground on FMEA, STPA, and other risk and hazard analysis methods, as well as
an overview of the forward collision avoidance system which is analyzed. Sec-
tion 2 presents related work. Section 4 discusses the design of the case study and
Section 4.5 presents the data collection procedure. Section 5 presents the results of
the conducted analyses, Section 6 provides an analysis of the results, and Section 7



2 Background 125

discusses the validity of the study Section 8 discusses the results from the study,
and Section 9 concludes the paper.

2 Background

This section presents a brief description of the FMEA and STPA hazard analysis
methods that are compared in this study. It also provides an overview of other
existing risk and hazard analysis methods. In addition, this section presents the
description of the selected system, forward collision avoidance system, on which
both methods are applied.

2.1 FMEA

FMEA is a bottom-up analysis method that is used to identify potential failure
modes with the causes for all the parts in system to find negative effects [14, 25].
The analysis starts with the lowest level components and proceeds up to the fail-
ure effect of the overall system. A failure effect at a lower level becomes a failure
mode of the component at the next higher level. FMEA also measures severity, oc-
currence and detection probability that are used to calculate risk priority numbers
for the identified failure modes. The main purpose of FMEA is to identify poten-
tial problems in the early design process of a system or product that can affect its
safety and performance, and to introduce countermeasures to mitigate or minimize
the effects of the identified potential problems (failure modes). Moreover, FMEA
can complement FTA and identify many more failure modes and causes [24]. Fail-
ure Modes and Effects Criticality Analysis (FMECA) is an extension to FMEA
that ranks the identified failure modes based on their severity, which is used for
prioritization of countermeasures [1, 25].

Another extension is provided by [12] who introduced an extension to the con-
ventional FMEA, namely “the probabilistic FMEA”. It has the advantage of for-
mally including rates at which component failures can occur. This method helps
safety engineers to formally identify if a failure mode occurs with a probability
higher than its tolerable hazard rate.

Software FMEA (SFMEA) [29] is an extension to system FMEA to analyze
software-intensive system components, such as embedded real-time systems. FMEA
was originally aimed at the reliability of hardware. However, its benefits for per-
forming a software FMEA were also shown by [38]. Software FMEA considers
specific aspects of software in an FMEA, for instance the fact that software compo-
nents often do not fail in the traditional way but instead result in incorrect behavior.
Software FMEA is a preventive measure for risk management and should therefore
be carried out during the development of a system. [36] states that SFMEA is best
suited for a qualitative high level analysis of a system in the early design phase.
A general limitation of the FMEA analysis is the restriction to analyze only single
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cause of an effect. By assessing the severity of failure effects, the probability of
their occurrence and the detection of the probability of failure causes, a distinction
between components of high or low risk is feasible and appropriate actions can be
planned.

FMEA is applied to components in the design phase of the software system
life cycle. The level of abstraction can take the levels of the V-model into ac-
count [23]. In this study both Software FMEA and system FMEA were applied in
the following five steps:

1. Partition the system to be examined into subsystems and components, taking
the architecture of hardware and software into account.

2. Assign the application function to each component. In this step, functional
and non-functional requirements have to be interpreted.

3. Determine and analyze the potential failure mode, cause of failure and fail-
ure effect that can lead to a hazardous state. For instance the failure mode
‘false break activation’ could have the cause of a defect in the SW of pres-
sure determination and the effect of a potential crash situation between two
cars. Another example regarding security is, for instance, a failure or threat
mode classifying the way in which vulnerabilities are exploited [36]. A
threat mode could be ‘Attacker is pretending to be a measurement device’
violating the integrity of the system. The cause could be an encryption prob-
lem or security breach and results in ‘System is unreliable and potentially
unsafe’.

Each failure mode represents potential product failures that can occur. Fail-
ure mode, cause and effect are entered in the spreadsheet fields related to the
appropriate component and function. The causal factors are associated with
software defects, interface errors (architectural, protocol), HW/SW interac-
tion (signaling), reliability, security and real time constraints. The potential
failure effects could be the following: Risk of collision, the operator is not
alerted, a potential crash situation or the authorization of external hackers to
manipulate the collision avoidance system.

4. Evaluate risk and calculate the risk priority number (RPN). To calculate the
RPN as described by [22] the severity of the failure effect, the probability
of their occurrence and the detectability of the failure causes have to be
assessed first.

The abbreviations used below for severity, probability, and detectability i.e.
B, A, and E are adapted from the study [20].

• Severity (B): The severity value is assessed taking the potential fail-
ure effect into account. A five-point Likert scale is used, ranking the
impact from 1 (no impact) to 5 (catastrophic, i.e., potential crash situ-
ation)
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• Probability of occurrence (A): To assess the probability of occurrence
the complexity, the potential failure mode and cause of a failure have
to be taken into account. A five-point Likert scale is used to rank the
probability, starting from 1 (very low, 0.01%) to 5 (very high, 50%).

• Detectability (E): The detectability depends on the complexity of the
HW/SW component and potential cause of a failure. A five-point Lik-
ert scale is used to rank the detectability, starting from 1 (very low
probability (0 to 19%) that current controls will detect the cause) to
5 (very high probability (80 to 100%) that current controls will detect
the cause).

• Calculation of risk priority number: RPN is calculated by multiply-
ing the values of severity, probability of occurrence and detectability.
RPN = B ×A×E, where B, A, and E denote severity, probability,
and detectability according to above. RPN ranges from 1 to 125.

5. Specify defect avoidance or risk mitigation measures. This step is not taken
into account in the current case study.

Software FMEA (SFMEA) [22] allows the categorization of components tak-
ing the degree of their failure risk into account. It fosters the risk oriented devel-
opment of software intensive systems. The complexity of a software system plays
an important role in the development and the maintenance of products. SFMEA
relates the complexity of a component to the probability of a failure. The prac-
tical experience in large-scale system development of the second author shows
that if requirements are adapted iteratively, the complexity of the affected software
components increases. In case also the system architecture has to be altered, the
complexity will even increase significantly. SFMEA enables the partitioning of
components into sets of different complexity. It considers complexity as an impor-
tant influence factor in a hazard analysis. For example, a developer who focuses
on the implementation of specific functions may overlook relations in the archi-
tecture of the system and therefore insert software defects. The benefit of FMEA
is that complexity is taken into account to assess the risk of a failure and to issue
preventive and analytical quality assurance measures like software testing [9].

2.2 STPA

The System Theoretic Process Analysis (STPA) method for hazard analysis fo-
cuses on analyzing the dynamic behavior of the systems and is intended to provide
advantages over traditional hazard analysis methods [19]. STPA is a top-down
method, just like the FTA method presented in section 2.3. However, STPA uses
a model of the system that consists of a functional control diagram instead of a
physical component diagram used by traditional hazard analysis methods. STPA is
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based on system theory unlike FMEA, which is based on reliability theory. More-
over, STPA considers safety as a system’s control (constraint) problem rather than
a component failure problem. Among the most prominent benefits of STPA, [15]
listed the efficiency of the later phase of STPA when the broader scenarios are
analyzed. According to [15], STPA takes into consideration the interactions of
system components, and considers the evaluated system and its components as a
collection of interacting control loops (control action and safety constraints on the
component behaviors). STPA requires a control structure diagram for hazard anal-
ysis consisting of components of a system and their paths of control and feedback,
i.e., acknowledgment. STPA is applied in the following two steps:

1. Identify the potential for inadequate control of the system that could lead to a
hazardous state. A hazardous state is a state that violates the system’s safety
requirements or constraints and therefore can cause some loss regarding life,
mission, or financial.

2. Determine how each potentially hazardous control action, identified in step
1, could occur (finding causal factors). An inadequate control action can
lead a system to a hazardous state, and that could be one of the following:

• A control action required is not provided

• An unsafe (incorrect) control action is provided

• A control action is provided too early or too late (wrong time or se-
quence)

• A control action is stopped too early or applied too long.

The aforementioned term ‘provided’ means the correct delivery of a control
action or command from one component to another component of the system. A
control action or command can encounter communication errors, e.g., delayed,
failure, corrupted, etc. For the application of STPA, a functional control structure
diagram of the system is required and all control loops in system are identified
from it. After this, in each control loop all components that contribute to unsafe
behavior of the studied system are identified.

[41] applied STPA on a socio-technical system that has three controllers. They
are critical components of system because they contain a process model [19]. The
controller receives input from almost all components of the system, e.g., sensors
and actuators and then it performs internal calculations to issue a command.

2.3 Other Methods

A few more risk and hazard analysis methods exist in addition to FMEA and STPA.
For example, there exist a number of low-level risk analysis methods that analyze



2 Background 129

systems and subsystems at lower level considering only systems and their compo-
nents. Some of the most well-known methods are Fault Tree Analysis (FTA) [7]
and Hazard and Operability Study (HAZOP) [32].

FTA is a top-down hazard analysis approach. It is a deductive approach and
carried out by repeatedly asking: how can this (a specific undesirable event) hap-
pen, and what are the causes of this event? It involves a logical diagram that shows
the relation between the system components and their failures. [7] presented a re-
view of the research performed on FTA with its advantages and shortcomings.
Because FMEA is restricted to analyze only single cause of an effect, FTA aug-
ments the feasibility of FMEA. An analysis using FTA in combination with FMEA
may support an assessment considering, for instance all security risks [36].

HAZOP is a qualitative technique commonly used in the planning phase of
system development. It identifies hazards by analyzing how a deviation can arise
from a design specification of a system. It is used to identify the critical aspects
of a system design for further analysis. It can also be used to analyze an opera-
tional system. A multi-disciplinary team of 5–6 analysts lead by a leader usually
carries out the HAZOP analysis. The HAZOP team identifies different scenarios
that may result in a hazard or an operational problem, and then their causes and
consequences are identified and analyzed [21].

2.4 Forward Collision Avoidance System

The forward collision avoidance (FCA) system was selected in this study to com-
pare and evaluate hazard analysis methods. Here, it should be noted that the main
focus of this study is on the comparison and evaluation of the analysis methods
(FMEA and STPA) rather than the FCA system itself. Moreover, the FCA system
was selected because it was decided to use an operational and real system to for
the analysis.

The FCA system alerts a driver of a vehicle about crash situations and applies
automatic brakes after a certain time period if the driver does not respond to a
warning alert that provides passive and active safety. The system performs two
main functions: (1) object/obstacle detection (by using forward-looking sensors
that detect hindrance in front of the vehicle) and (2) generation of warning or
applying auto breaks (passive/active response). The forward-looking sensors could
have some or all of these components: radar, infrared, motion sensors and cameras
[2, 3].

Figure 1 shows the forward collision avoidance system [2] that has been di-
vided into parts A (the collision controller), B (the brake controller), and C (the
engine torque controller).

The collision controller (part A of the system) is connected with the following
system components: The collision controller is connected with the radar and the
camera through the object detection system. An object detection system could
have more sensors or devices to detect an object in front of the vehicle. In this
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study, we suppose that it uses more than one motion sensors to complement the
radar and the camera. The object detection system could be very simple or very
complex but in this study we consider the simple version. In the next sections we
will only refer to the object detection system instead of referring individually to
the radar, camera and sensors.

The vehicle sensor complex is also connected with the collision controller that
generates a signal, and then sends it to the collision controller. The vehicle sensor
complex consists of several vehicle system sensors, such as a brake position sensor,
throttle position sensor, steering sensor, suspension sensor, speed sensor, and seat
belt sensor. The information from these sensors can either be used individually or
together to complement the collision avoidance system.

The warning indicator connected with the collision controller generates a col-
lision warning signal in response to the collision-assessment of the collision con-
troller. The collision controller gets input from the object detection system and the
vehicle sensor complex when it performs the collision assessment.

The collision controller (shown in part A), works as follows: The vehicle and
object status provider in the collision controller calculates and provides the current
status of the object in front of the vehicle and the current status of the vehicle to
the collision probability estimator. The collision probability estimator in the col-
lision controller calculates the vehicle collision probability based on the received
information. If there is a risk of collision then the estimator sends a signal to the
indicator, which is for the vehicle’s operator. This is known as collision detec-
tion, which is a passive safety system that just warns the vehicle operator. If the
vehicle operator does not respond to the collision warning then the system acti-
vates the collision avoidance system also known as the active safety (autonomous
brake). The collision controller uses an algorithm to estimate the risk of collision
and generates a collision-assessment signal. It is a critical component of the col-
lision avoidance system, because both active safety and passive safety depend on
the output of this component. It also calculates some other parameters, such as the
time to collision that is going to happen, point of collision, object identification,
etc. If the vehicle’s operator responds to the collision warning on time then the
forward collision avoidance system resets all its components and calculated pa-
rameters. However, if the operator does not respond to the received warning then
the collision controller sends a collision-assessment signal with the object and ve-
hicle status signals to the brake and engine torque controllers to apply autonomous
brake.

The brake controller (part B of the system) works as follows: It receives the
vehicle status signal, detected-object status signal and collision-assessment signal
from the collision controller. The brake controller has one brake pressure mea-
surement or determination component that determines the required brake pressure
for the current situation based on the received information from the collision con-
troller and accelerator position sensor. After determining the required brake pres-
sure, the brake controller sends an autonomous brake signal to the brake system
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and to the engine torque controller. The brake system has one brake pedal and
one brake actuator that apply the autonomous brakes. One important action of the
brake controller and brake system is that they allow the vehicle’s operator inter-
vention during the application of autonomous braking. Operator can increase the
brake pressure by intervening the autonomous braking that also deactivate the col-
lision avoidance system in that particular collision situation. The engine torque
controller (part C of the system) works as follows: It reduces the torque to al-
most zero after receiving signals from the collision controller and brake controller
during the application of autonomous braking by using different methods like, by
limiting air or fuel supply to engine, downshifting the transmission, and switching
the engine off. The accelerator position sensor is electrically coupled to the brake
controller and the engine torque controller that indicates and provides the position
of accelerator.

2.5 Hazard

The term “hazard" used in this study generally defined as “anything that has the
potential to do harm" or “anything that can lead to an accident". According to [18]
if every state of a system is considered then system can always pose a potential
danger or itself in danger. Therefore, this definition should preclude states that
the system must normally be in to accomplish the mission. However, this study
is not trying to define a new definition for “hazard" instead it follows the general
definition adapted by [18].

“A system state or set of conditions that, together with a particular
set of worst-case environmental conditions, will lead to an accident
(loss)."

3 Related Work

The research objective of the current study is to compare the STPA and FMEA
hazard analysis methods. There exist some studies that have compared different
risk and hazard analysis methods. For example, [39] performed a comparison
of two safety analysis methods, MisUse Case (MUC) method and FMEA. The
MUC method was originally proposed for eliciting security requirements [37], but
it has also been used for safety analysis. The MUC method was developed by the
software community as an alternative to FMEA and HAZOP. Both methods were
compared in an experiment to investigate which method is better than the other
for identifying failure modes and if one of the methods was easier to learn and to
use. The authors concluded that when the system’s requirements are described as
use cases MUC is better than FMEA for analyzing failure modes related to user
interactions. Furthermore, FMEA is better than MUC for analyzing failure modes
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related to the inner working of the system. The authors also concluded that MUC
will create less confusion and in general be easier to use than FMEA.

[44] compared and discussed three well known risk analysis methods by ap-
plying them on a box fan, FMEA, AFMEA (advanced failure mode and effect
analysis) [8], and FTA. The authors presented the advantages and disadvantages
of these methods and concluded their study with an attempt of combining both
deductive (top down) and inductive (bottom up) risk/safety analysis methods.

[16] compared the STPA hazards analysis results with the FTA analysis re-
sults that were used to certify the H-II Transfer Vehicle (HTV). The HTV is an
unmanned cargo transfer spacecraft that is launched from the Tanegashima Space
Center aboard the H-IIB rocket and delivers supplies to the international space
station (ISS). In the development of the HTV the potential HTV hazards were
analyzed using FTA and during the analysis the NASA safety requirements were
also considered. After comparison of the results, the authors concluded that STPA
identified all the traditional causes of losses identified by FTA and FMEA, but it
also identifies additional causes. The additional factors include those that cannot
be identified using fault tree analysis, including software and system design as well
as system integration.

[10, 11] analyzed the NextGen In-Trail Procedures (ITP) application by using
the STPA analysis method and compared its results with the official NextGen ITP
application analysis [34]. NextGen is the next generation of air traffic manage-
ment systems that contains In-Trail Procedures application. In-Trail Procedures
(ITP) is an application of Automatic Dependent Surveillance-Broadcast (ADS-B)
that allows aircraft to change flight levels in areas where current radar separa-
tion standards would prevent desirable altitude changes [13]. To summarize, ITP
helps to increase operational efficiency and throughput in oceanic airspace [11].
The authors concluded that STPA found more potential causes of the hazards con-
sidered (violation of separation requirements) than the traditional hazard analysis
performed on ITP [34]. In the comparison, the authors identified 19 safety require-
ments that were not in either of the two official NextGen analysis documents.

[10, 11] also compared STPA with bottom-up and other top-down analysis
techniques. According to the authors, bottom-up analysis techniques, FMEA, start
by identifying all possible failures. This list can be very long if there are a lot
of components and all the permutations and combinations of component failures
are considered. However, STPA only identifies the failures and other causes that
can lead to a system hazard and does not start by identifying all possible failures.
Moreover, in the top-down STPA analysis approach, the analyst can stop refining
causes at the point where an effective mitigation can be identified and does not
go down any further in detail. The analyst only has to continue refining causes
if an acceptable mitigation cannot be designed. That is the major difference be-
tween STPA and FMEA (and any other bottom-up technique), which explains the
differences in time and effort required [10, 11].

Furthermore, [26] evaluated STPA in a case study where it was applied on an
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operational crew-return vehicle design. The authors conclude that with STPA it is
possible to recognize safety requirements and constraints of the system before the
detailed design.

[31] compare risk identification techniques for safety and security require-
ments. From the safety field the Functional Hazard Assessment (FHA), the Pre-
liminary Hazard Analysis (PHA), HAZOP, FMEA as well as FTA are considered.
Each technique is assessed based on several quality criteria addressing the context,
the application area, the application method as well as advantages and disadvan-
tages of utilizing the technique. The assessment is based on evidence reported in
the literature. The authors conclude that risk identification techniques for safety
are more mature than for security and that they have found a balance between
creativity and formalism, which is needed for identification process.

As it can be noticed from the literature mentioned in this section, STPA is
a quite new analysis technique as compared to other techniques (FMEA, FTA
etc.). [10, 11] mention that traditional analysis methods (FMEA, FTA, etc.) are
more than 50 years old and, while analyzing safety critical software-intensive
systems, they cannot identify software faults or the errors pertaining to dynamic
behavior of the system. SFMEA [29] and especially also STPA [19] have been
developed to overcome the existing problems in traditional analysis methods. Ac-
cording to [19] and [10, 11] STPA can find more component interaction, software
and human hazards than traditional methods. Therefore, according to the authors,
STPA is more effective because it is developed by considering system thinking that
considers whole system as a single unit and finds more hazards. Moreover, previ-
ously STPA is compared and evaluated with bottom-up methods (e.g. FMEA) by
the same authors who presented it or they were involved in its development. Sev-
eral authors [11,15,18,26,28,42] reported positive outcomes from applying STPA
on various systems. However, the traditional methods are still in use in practice
even though they are more than 50 years old for the analysis of safety critical sys-
tems in early design, development and operational phases. This means that there
is a need for further investigation of effectiveness of the STPA method compared
to other traditional safety analysis methods that are used in industry. If further in-
vestigations find STPA as an effective method then these results can help industry
to shift to this new analysis method.

To summarize, it is interesting to investigate what are the main differences in
STPA and other traditional methods (in this case FMEA) and also the types of
hazards identified by them.

4 Case Study Design

4.1 Research Objective

The main objective of this study is to compare and investigate effectiveness of
FMEA and STPA hazard analysis methods in the software intensive safety-critical
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system domain. In this study, hazard analysis results from both FMEA and STPA
are compared to find the main differences in methods by investigating e.g., types
of hazards identified by them. Based on the comparison results, this study also
investigates which method is more effective. Moreover, this study also evaluates
the analysis process of both methods by using a qualitative criteria derived from
the Technology Acceptance Model (TAM).

4.2 Research Questions

The aforementioned research objective has been broken down in the following
main research questions.

RQ1: What are the main differences between the selected hazard analysis meth-
ods regarding types of the identified hazards?

RQ2: What are the main differences in the analysis process of both methods?

RQ3: Which method is more effective, FMEA or STPA?

In our context, effectiveness is high if a large number of relevant hazards but
only a small number of non-relevant hazards are identified.

RQ1 is answered by analyzing and investigating the results from both the
FMEA and STPA analyses to find the main differences between the two meth-
ods. Five error types were defined based on the related studies [10, 11, 19] and
then all the identified hazards are classified according to the defined error types.
Furthermore, the classification of error types (identified hazards) is investigated to
answer which method finds what types of hazards.

RQ2 is answered by developing the qualitative criteria to evaluate the analysis
process of both methods. The qualitative criteria were derived from the Technol-
ogy Acceptance Model (TAM) to evaluate the analysis process considering ease of
use and usefulness. Then, the developed qualitative criteria were applied on both
methods to analyze and evaluate them.

RQ3 is answered by analyzing and investigating the results from both the
FMEA and STPA analyses. It should be noted that, in this research initiative haz-
ard analysis of collision avoidance system is carried out using only the FMEA
method. After this, the FMEA results are compared to the STPA results found in
a previous study [41].

4.3 Research Methodology

In this study the FMEA hazard analysis method is applied on the forward collision
avoidance system in order to compare the results with the results of the previous
study [41]. In the previous study, the STPA hazard analysis method was applied on
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the same system in order to understand more about STPA and assess its effective-
ness and efficiency. The steps carried out for the presented research in this study
are shown in Figure 2.

Step 1 denotes the steps carried out in the previous study [41], where the first
author of the current study analyzed the forward collision avoidance system and
identified inadequate control commands or events. After this, the identified inade-
quate control commands or events were analyzed for their causal factors.

In step 2, the second author of this study applied the FMEA method on the
same collision avoidance system to analyze operational hazards in it. The first
author already knew the existing hazards in the selected system because he had
applied STPA on the selected system in the previous study [41]. Therefore, to
improve the research validity, it was decided that the first author would not apply
the FMEA method; instead the second author would carry out FMEA analysis as
he has experience of analyzing safety critical systems. For the FMEA analysis,
all the documents about the selected system description that were used during the
analysis in the previous study [41] were provided to the second author of this study
to apply FMEA. During the FMEA analysis carried out in this study a number of
measures were taken in order to increase the research validity and to decrease
researcher bias. The same system information and description were available to
the second author to analyze the system, as were used in the previous study, and
the second author of this study did not review the previous study results.

After this, in step 3, the first author of this study performed an initial com-
parison (mapping) of the identified hazards yielded from the FMEA analysis and
STPA analysis. The first author created a list of the common hazards that were
identified by both analysis methods and another list was created for the distinct
hazards identified by only FMEA or STPA.

Then, in step 4, the second author reviewed the initial comparison performed
by the first author. The second author identified one more hazard (no. 18 in Table 4)
as a common hazard.

In step 5, the first author classified all the identified hazards into the following
five error categories: component interaction error, software error, human errors,
component error, and system error. These categories were selected because the
STPA [10, 11, 19] method claims to identify these types of hazards. According to
these sources, STPA can find more component interaction, software and human
hazards, which could be investigated by classifying the hazards in this way.

After this, in step 6, the second author reviewed the classification performed
by the first author, and additionally the third and fourth author reviewed the results
of step 1 to 6.

Then, in step 7, all four authors had a discussion regarding the development
of qualitative criteria to evaluate the analysis process of both methods. After this
discussion, the criteria were developed and then the first author mapped analysis
steps of both methods. Then, the first author evaluated STPA and the second author
evaluated FMEA according to the developed evaluation criteria. After this, the
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third and fourth authors reviewed the mapping and evaluations performed by the
first and second authors.

Finally in step 8, a final comparison and analysis was performed by the all
authors to investigate the differences between the both methods.

4.4 Case and Unit of Analysis

As the objective of this study is to evaluate and compare hazard analysis methods,
the case for this study is a composite case that consists of a risk analysis method
and a system on which the method is applied to analyze hazards. The selected case
for this study is the FMEA and STPA risk analysis methods along with collision
avoidance system. A similar case study was carried out in an earlier study [41]
that also contains a composite case consisting of a hazard analysis method, STPA,
and a system, collision avoidance system, on which method was applied to analyze
hazards. However, in this study the case consists of both methods and the analyzed
system because the objective is to evaluate and compare both methods based on
the results yielded from the analyses.

4.5 Data Collection Procedures

In this study, the system description along with the system control structure di-
agram that shows how it works is used as study objects for the hazard analysis
and evaluation of the methods. The system description is gathered from the exist-
ing patents for collision avoidance systems and also from the published literature
for collision avoidance system [2, 3]. Moreover, data collected through the haz-
ard analysis from both methods is also used for the analysis and evaluation of the
methods. Besides this the expert opinions and knowledge are also used to evaluate
and investigate the performed hazard analyses for analysis and results.

5 Results

5.1 Safety Analysis Using FMEA

The risk analysis using FMEA is performed to view the occurrence of failures in
the collision avoidance system in a preventive manner. Table 1 shows the failure
mode and effect analysis for the collision avoidance system. The FMEA was per-
formed by the second author of this study according the procedure described in
Section 2.1.

The first three columns show the identified subsystems, components and func-
tions, for instance FMEA No. 9 the brake actuator, which switches from the auto
brake to the manual brake, in case of a failure (corresponding to steps 1 and 2).
The fourth column (Potential Failure Mode(s)) shows the failure mode, i.e., ‘Acti-
vation of manual brake fails’, corresponding to step 3. Each failure mode is taken
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Table 1: Failure Mode and Effects Analysis (Quality Risk Analysis)
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to the potential causes (column 5) and effect of a failure (column 6). For instance,
focusing on FMEA No. 9, the cause may be a software defect of handling events
or queues, as a consequence improper brake activation and a potential ‘crash’ with
an adjacent vehicle may occur. Each failure mode would be a hazard for a safe
usage of the product.

In step 4 the worst-case impact of the effect of a failure, i.e., severity, the
probability of occurrence and detectability are assessed. For example for FMEA
No. 9, the severity is 5, because of a potential ‘crash’ situation, the probability of
occurrence is 4 (high), because the complexity of the HW/SW component is very
high and the likelihood of a failure is 10%. Its detectability is 4 (low), because the
probability, that current reviews and testing of artifacts will detect the defect, is
20%–39% only.

The RPN is, as described above, calculated by multiplying the values of sever-
ity, probability of occurrence and detectability, RPN = B×A×E, which means
that it ranges from 1 to 125. In the case of FMEA No. 9 the RPN = 80, which
is the highest value shown in Table 1. To mitigate the risk of a software failure in
the first place (step 5), extensive functional tests and code reviews are performed
in the development phase. However, the RPN value is in some cases misleading.
For instance, in FMEA No. 21, the effect of the failure mode ‘attacker is pretend-
ing to be a measurement device’ is defined as ‘system is unreliable and potentially
unsafe’, the severity is 5, but the probability of occurrence is very low (0.01%),
the detectability is 3 (medium probability) and the RPN = 15 only. Lower de-
tectability, however, results in more risk and is therefore ranked higher. An in-
trusive attack of the collision avoidance system has to be blocked, for instance by
encryption of signals, to mitigate the risk of manipulation of the braking or engine
torque controller system. Security tests based on attack patterns are performed
during development to mitigate the risk of a security breach in the system.

To summarize to reduce the occurrence of probability, error preventive mea-
sures during development, such as coding guidelines should be used. To mitigate
the risk of a software failure during operating, code reviews as well as functional,
performance and security tests are performed during development. The intensity
of testing takes the complexity of the components, the severity, the probability of
the occurrence and the effect of failure in respect of the safety and security of the
system into account. About 71% (15) of all potential failures were identified as
‘catastrophic’ or ‘critical’, 29% (6) as moderate and none as marginal failure. It
can be noticed from Table 1, that potential causes of failures are software faults,
erroneous HW/SW interfaces or missing services. Thus, the majority of the iden-
tified hazards and their causes correspond in the first place to software faults, in-
sufficient reliability, performance and security. FMEA supports, similar to STPA,
risk analysis. However FMEA fosters also preventive measures during the devel-
opment of a product or when the system is in operation. The quality of a complex
embedded system is monitored by the interpretation of the FMEA, to issue de-
fect detection measures before going into operation. To support also an efficient
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maintenance of the product, the FMEA worksheet should be updated regularly.

5.2 Safety Analysis Using STPA

For hazard analysis using STPA the detailed control structure diagram of the sys-
tem was acquired. Then, the first author of this study analyzed the forward colli-
sion avoidance system and identified inadequate control commands or events (for
detail see [41]). Table 2 shows the inadequate control commands or events that
could lead to hazardous states. During step 1 of STPA, 14 inadequate control
commands or events have been identified in the forward collision avoidance sys-
tem. Then, these control commands or events were analyzed, one by one, to iden-
tify their associated hazards. As one can see from Table 2, not provided control
commands lead the system under consideration to hazardous states, in most cases
of catastrophic level. Similarly, all identified control commands or events provided
too late lead to, in most cases, hazardous states of catastrophic level. On the other
hand, none of the events provided too early lead to catastrophic hazardous states;
three lead to moderate and one to negligible level hazards.

It can be noted that one hazard can have more than one inadequate control
action, e.g., hazard 2a in Table 2 exist because of vehicle sensor complex signal is
not provided, provided unsafe and provided too late. For all these three inadequate
control actions there is a single hazard.

From the identified 14 inadequate control commands or events, 22 hazards
were identified. Table 3 shows the causal factors for all identified hazards in step
1 with their severity levels. The first column of Table 3 shows the identified haz-
ards, the next column shows the severity levels, and the third column shows the
causal factors for all hazards. The hazards were classified in three severity lev-
els; catastrophic, moderate, and negligible. Over 70% (16) of all the hazards were
classified as catastrophic with potentially fatal consequences. Only three hazards
were classified as moderate severity level that may lead to severe accidents and
have risk of serious injury. The remaining three hazards have negligible severity
level. The negligible hazards do not have any serious consequences if the pertain-
ing component fails alone and the other components of the system work properly.
Therefore, based on the results of [41], it is possible to hypothesize that the STPA
method efficiently supports risk analysts with limited domain experience (in our
case maximum 5 years) in the identification of complete set of catastrophic haz-
ards.

From Table 3, it can be noticed that the causal factors associated with compo-
nent failures, communication errors, and software faults (dynamic behavior) were
identified. Thus, the majority of the identified hazard and their causes correspond
to the software faults of the studied system.
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Table 2: Inadequate control actions/commands
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Table 3: Causal factors of the identified hazards
No. Step1  

# Hazards Severity Causal Factors
Object detection component failure (camera, radar or motion sensors) 
Communication error (no signal)
Corrupted communication (wrong signal) and 
Malfunctioning of camera, radar and motion sensors 
Delayed communication (System will not work on time)
Failure of vehicle sensors
Communication error (no signal)
Delayed communication (System will not work on time) 
Malfunctioning of sensors (Incorrect values sent by sensors)
Inadequate collision assessment algorithm, Failure of warning indicator 
Malfunctioning of warning indicator, Incomplete controller process model 
Failure of collision estimator, Malfunctioning of collision estimator 
Incorrect vehicle or object status, Communication error (no signal)
Delayed communication (System will not work on time)
Failure of warning indicator 
Malfunctioning of warning indicator 
Communication error
Brake pedal sensor failure 
Communication error (no signal)
Delayed communication (System will not reset on time and will apply brakes)
Failure of vehicle sensor complex (2a)
Malfunctioning of collision controller due to incomplete process model
Communication error (no signal)
Delayed communication (System will not work on time)
Failure of Object detection (1a)
Malfunctioning of collision controller due to incomplete process model
Communication error (no signal)
Delayed communication (System will not work on time)
Component failures in Object detection and vehicle complex signal (1a and 2a) 
Failure of collision probability estimator 
Communication error (no signal)
Delayed communication (System will not work on time)
Malfunctioning of Collision probability estimator 
Incorrect input by vehicle and object status providers 
Delayed communication (System will not work on time)
Malfunctioning of Collision probability estimator
Malfunctioning of collision controller due to incomplete process model
Malfunctioning of brake controller due to incomplete process model (Incorrect brake 
pressure (safe brake pressure) will cause not to send reduce torque signal) 
Incorrect input by collision-assessment signal (7b) 
Communication error (no signal), Delayed communication (System will not work on time)
Failure of brake Controller components
Brake pressure determination fails, Communication error (no signal)
Missing collision assessment signal, vehicle and object status signals
Incomplete controller process model
Malfunctioning of collision controller due to incomplete process model
Delayed communication (System will not work on time)

15 9c
Unwanted/Undesired auto braking due to 
False Braking signal 

Moderate
Malfunctioning of brake controller due to incomplete process model (Generation of false 
signal)
Connection broken between brake pedal and brake actuator
Failure of braking system
Communication error (no signal)

17 10b
False signal due to brake system 
malfunctioning [Application of automatic 
brakes with out need]

Moderate Malfunctioning of brake system (generation of false signal)

Sensor failure
Communication error (no signal)
Delayed communication (System will not work on time)

19 11b
System malfunctioning due to Missing 
Accelerator Signal

Catastrophic Malfunctioning of sensor (Incorrect reading by sensor)

Component failure in the Torque Controller
Missing reduce torque signal (8) 
Communication error (no signal)
Delayed communication (System will not work on time)
Component failure in the torque controller
Malfunctioning of controller due to incorrect process model
Missing reduce torque signal (8) 
Communication error (no signal)
Delayed communication (System will not work on time)
Component failure in the torque controller
Malfunctioning of controller due to incorrect process model
Missing reduce torque signal (8) Communication error (no signal)
Delayed communication (System will not work on time)

1a
System Dysfunction due to failure of 
Object detection system

Catastrophic

1b
Malfunctioning of the System due to 
Incorrect input from Object detection 
System

Catastrophic

Incorrect and missing calculation of 
Vehicle status and collision Probability 
due to Failure or malfunctioning of 
Vehicle Complex sensors

Catastrophic

Missing collision warning signal - If rest 
of the System is working properly then the 
Active Safety will prevent from collision

Negligible

3b

If Warning stopped too soon then it can 
cause accident-If everything else will 
work then the Active Safety will handle 
the situation

Negligible

2a

3a

4a
Missing system reset signal can cause 
collision with divider or other objects due 
to unwanted auto braking

Negligible

5a
Incorrect brake pressure determination 
due to missing vehicle status signal

Catastrophic

Incorrect brake pressure determination 
due to missing Object status signal

Catastrophic

System Dysfunction due to missing 
collision assessment signal

Catastrophic

7b
System will not work as intended due to 
unsafe (incorrect) Collision Assessment 
Signal

Catastrophic

7a

6a

7c
Unwanted/Undesired auto braking due to 
False collision assessment signal

Moderate

8a
Collision with the road divider, other 
things and also vehicle can slip due to 
Missing Reduce Torque signal 

Moderate

9a
System Dysfunction due to missing brake 
signal with appropriate (required) pressure

Catastrophic

9b
System failure/malfunctioning as intended 
due to unsafe (incorrect) Brake signal 

Catastrophic

10a
System Dysfunction due to missing Apply 
Brakes signal

Catastrophic

11a
Incorrect brake pressure determination 
due to missing Accelerator signal

Catastrophic

12a
Torque will not be reduced due to missing 
Change Transmission signal

Catastrophic

Catastrophic

14a
Torque will not be reduced due to missing 
Engine Switch off signal

Catastrophic

Torque will not be reduced due to missing 
limit air or/and fuel supply signal

13a

1

2

3

4

5

6

7

8

9

10

18

20

21

22

11

12

13

14

16
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9 813

STPA FMEA

Figure 3: Number of common and distinct hazards identified by FMEA and STPA

6 Analysis
This section presents the analysis of the results that encompasses the main com-
parison results of the both methods, FMEA and STPA and their evaluation results
based on the developed criteria.

6.1 Common and Distinct Hazards Identified by Both Meth-
ods

Table 4 shows the mapping of the hazards identified by both analysis methods.
The identified hazards are represented in Table 4 by using their numbers used in
Tables 1, 2, and 3. As it can be noticed from Table 1, the analysis by FMEA
found 21 hazards. On the other hand, STPA found 22 hazards shown in Table 2
and Table 3. In total, both analysis methods found 30 unique or distinct hazards.
As shown in Table 4, there are some hazards identified by STPA which are on a
more abstract level compared to corresponding hazards identified by FMEA. For
example, hazards 2a and 12a (identified by STPA) are mapped to two hazards each
identified by FMEA. As it can be noticed from Table 4, there are some identified
hazards that are only identified by one analysis method, either FMEA or STPA.
Table 4 and Figure 3 also show 13 common hazards identified by both analysis
methods.

6.2 Classification of The Identified Hazards

The identified hazards are classified into the following five error categories.

• Component interaction error

• Software error
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Table 4: Mapping of the identified hazards
No. Hazards identified Hazards identified

by STPA by FMEA
1 1a 6
2 1b Not identified
3 2a 1 & 2
4 3a Not identified
5 3b 3
6 4a 12
7 5a 13
8 6a 14
9 7a Not identified

10 7b Not identified
11 7c Not identified
12 8a 18
13 9a Not identified
14 9b Not identified
15 9c Not identified
16 10a 20
17 10b Not identified
18 11a 8
19 11b 15
20 12a 11 & 17
21 13a Not identified
22 14a Not identified
23 Not identified 4
24 Not identified 5
25 Not identified 7
26 Not identified 9
27 Not identified 10
28 Not identified 16
29 Not identified 19
30 Not identified 21
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• Human error

• Component error

• System error

These categories were selected because it is claimed that the STPA method
identifies these types of hazards [10, 11, 19]. According to [19] and [10, 11] STPA
can find more component interaction, software and human hazards than traditional
methods.

Figure 4 shows three bar plots showing classification for the common and dis-
tinct identified hazards by the both methods. The first bar plot shows the hazards
only identified by the STPA method. The second bar plot shows the hazards only
identified by the FMEA method. Finally, the third bar plot shows the classification
of the hazards identified by the both methods (common hazards).

Each bar plot shows the percentage of the hazards that were classified in each
way. For example, for hazards only identified by STPA, 18% were classified as
component interaction hazards, 72% as software hazards, 54% as component fail-
ure, and 18% as system hazards. It can be noticed that the percentage of the clas-
sified hazards in the classification exceeds 100% since some hazards are classified
in more than one category.

Just by looking at the “distributions” of hazard types in the three different
cases, it is not possible to clearly find any major differences.

The second bar plot in Figure 4 shows the classification of the hazards only
identified by FMEA. 62% as software hazards, 75% as component failure hazards,
and 25% as system hazards. As it can be noticed in Figure 4, FMEA did not
find any unique hazard of component interaction and human error type that is
not identified by the STPA method. Here, one interesting result is that FMEA
identified as many software error type hazards as STPA. It should be noted that the
data points in this study are few and the focus of the study is not on quantitative
comparison of the methods. However, as noted above, there is almost no difference
regarding the identified software error type hazards by both methods. One positive
result in favor of STPA, based on the experience of the authors of this study, is that
it identified clear software error type hazards because of its keywords (‘provided’,
‘not provided’, etc.), which make it simple and easy to identify software error type
hazards.

Finally, the third bar plot in Figure 4 shows classification of the common iden-
tified hazards (identified by both the FMEA and the STPA methods). 27% were
classified as component interaction hazards, 72% as software hazards, 81% as
component failure, and 18% as system hazards.

There are no common identified hazards of human error type. Apparently, none
of the methods could find any human error type hazard in this study. The reason
for this can be that the analyzed system does not involve much human input or
interaction.
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Figure 4: Classification of the identified hazards
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6.3 Comparison of The Causal Factors of The Identified
Hazards

This section presents the comparison of the common hazards identified by the both
hazard analysis methods, FMEA and STPA. As shown in Table 4, 13 hazards are
identified as common hazards. There is a clear difference in the identified causal
factors by the two hazard analysis methods. For example, the causes identified
by STPA are more detailed and cover more aspects (see Table 3). Furthermore,
as one can see in Table 3, the potential causes identified by STPA cover hardware
failures, communication errors including delayed communication, and software er-
rors. However, FMEA did not find potential causes in detail. However, it found the
causes that also cover hardware and software errors like ‘Architecture erroneous
or software failure’ in No. 9 (see Table 1) and the potential causes are detailed
enough to assess the probability of a failure.

The main reason behind the detailed identification of potential causes by STPA
is the used keywords during analysis such as, ‘provided’, ‘not provided’, ‘provided
unsafe’, etc. (see step 1 of STPA in Table 2). The keywords used in the STPA
analysis help to identify detailed potential causes, in particular they help to find
communication error causes. Based on this interpretation it can be concluded that
STPA covers more component interaction hazard causes. Here, it should be noted
that FMEA also found communication error type causes, but as compared to STPA
they are not identified for all hazards and also are not detailed.

The findings of this study regarding the identification of causal factors of the
identified hazards corroborates with the findings of [10, 11], who have compared,
qualitatively, STPA with bottom-up and other top-down analysis techniques. Ac-
cording to [10, 11], STPA can find more types of causes than traditional methods,
and STPA has a structured process to follow in doing the analysis that is a likely
reason to result in a more complete result.

6.4 Mapping of The Analysis Steps of FMEA and STPA

This section presents the comparison of the analysis process of both methods.
For this purpose, steps of both methods are mapped to each other in Table 5 to
find the common steps. Then, the mapped common steps of both methods are
compared based on the qualitative criteria derived from TAM. Here, it should be
noted that the output of the mapping performed in this section is further used to
compare the analysis process of both methods to yield evaluation results presented
in Section 6.5.

As it can be noticed in Table 5, step 1 for the both methods (FMEA and STPA)
is mapped as a same step called Map-A. In step 1 of FMEA, decomposition of the
system is performed and on the other hand in STPA step 1 acquisition of the sys-
tem’s functional control diagram along with its safety requirements is performed.
Moreover, step 1 of STPA demands for a high-level system hazards identification.
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Table 5: Mapping of the analysis steps for FMEA and STPA
FMEA STPA Mapping comments
Step 1: Decomposition
of the system to be anal-
ysed into subsystems and
components

Step 1: Acquisition of
functional control dia-
gram of the system to
be analysed as a whole,
and identification of some
high-level system hazards
to start with

Map-A: Step 1 of both
methods are mapped as a
same step in the analysis
process because FMEA
based on reliability
theory (decomposition
required) and STPA is
based on system theory
(system required as a
whole)

Step 2: Assigning the ap-
plication function to each
subcomponent and sub-
system

N/A Map-B:This step of
FMEA does not map to
any STPA step

Step 3: Determine and
analyse the

• Potential failure
modes

• Causes of failure

• Failure effects

that can lead system to a
hazardous state

Step 2: Identify the
potential inadequate
control commands or
events (potential hazards)
Step 3: Determine how
each potential hazardous
control action (poten-
tial hazards) identified
in Step 2 could occur
(causal factors of identi-
fied potential hazards)

Map-C: Step 3 of FMEA
is mapped to step 2 and
step 3 of STPA, which
consists of identification
of potential failures (or
hazards), their causes and
effects

Step 4: Evaluate risk
and calculate risk priority
number (RPN)

N/A Map-D: This tep of
FMEA does not map to
any STPA step

Step 5: Specify defect
avoidance or risk mitiga-
tion measures

Step 4: Design controls
and countermeasures if
they do not already exist
or evaluate existing

Map-E: Step 5 of FMEA
and step 4 of STPA are
mapped to each other be-
cause they are both about
designing and evaluating
countermeasures
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We mapped step 1 of FMEA and STPA as a same step because it is an initiating
step for the analysis process in both methods.

Further, step 2 of FMEA shown in Table 5 does not correspond to any step
of STPA in the analysis process that is about assigning the application function to
each sub-component and sub-system. Here, it is interesting to see that STPA per-
forms this task (task of step 2 of FMEA) in its step 2 but without making it explicit.
In step 2 of STPA, identification of all control commands or events of a system is
performed that is more or less same as assigning the application function in step
2 of FMEA. Here, step 2 of FMEA can be mapped to identifying system’s control
commands or events activity in STPA but STPA’s guideline does not distinguish
it explicitly from other steps. In this study, the authors do not intend to modify
the existing methods for sake of mapping or any other research activity instead
they evaluate the analysis process of both methods based on how the methods are
developed and presented along with their guidelines and application instructions.

Then, step 3 of FMEA is mapped to step 2 and 3 of STPA (Map-C) that is about
identifying hazards and their causes and effects. In FMEA, identifying hazards
(failure modes) and their causes and effects is carried out in a single step (step 3).
Nevertheless, in STPA identifying hazards and their causes is carried out in two
steps (step 2 and 3).

After this, step 4 of FMEA that is about calculating risk priority number does
not map to any STPA step. Here, this step gives some estimation, mostly quan-
titative, about the identified failure modes’ severity and then based on this their
prioritization is carried out. On the other hand, STPA does not have any step that
deals with identified hazards’ severity and their prioritization.

Finally, step 5 of FMEA is mapped to step 4 of STPA (Map-E) that is about
designing and evaluating risk mitigation measures. These steps of the analysis
process that deal with countermeasures for identified hazards are exactly the same
in both methods.

6.5 Evaluation of The Analysis Process of FMEA and STPA

In this section, the analysis process of the FMEA and STPA methods are compared
based on the Technology Acceptance Model (TAM) [4, 5]. TAM is used to inves-
tigate how users accept and use new technologies for information systems and has
also successfully been applied to assess risk analysis and treatment processes [30].
TAM was originally proposed for information systems (IS) acceptance and usage.
TAM uses ‘perceived usefulness’ and ‘perceived ease of use’ that estimates the
beliefs in information technology acceptance and usage. The perceived usefulness
means that the degree to which a person believes that using a particular informa-
tion system would enhance his or her job performance. Furthermore, the perceived
ease of use means that the degree to which a person believes that using a particular
system would be free of effort [4, 5].
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Table 6: Assessment criteria for STPA and FMEA derived from the Technology
Acceptance Model (TAM) [4, 5]

TAM constructs Derived qualitative
criteria
- How easy or hard

Perceived ease of use - Why was it easy or hard

- Provided support by the
method

Perceived usefulness - Confidence about the re-
sults
- Applicability for software

In this study, the criteria that we defined for evaluation of the analysis process
of FMEA and STPA are derived and inspired by TAM as shown in Table 6. Here,
it should be noted that the criteria was defined in a meeting after having discussion
among all the authors and it is originally based on TAM.

The qualitative criteria are defined as follows:

1. How easy or hard: This criterion is used to assess how easy or hard it is to
apply a specific step of the analysis process. For this criterion a five point
Likert scale with values ‘very easy’, ‘easy’, ‘moderate’, ‘hard’, and ‘very
hard’ is used.

2. Why was it easy or hard: This criterion is used to assess if a method’s
particular step was easy or hard to apply then why it was easy or hard. This
criterion is a follow-up criterion linked with previous criterion.

3. Support by method: This criterion assesses how much support is provided
by method, i.e., method application guidelines and support for analysis by
method itself. Here, the provided support by a method affects its effective-
ness, i.e., how well a method performs in the analysis process. This support
can be provided by guidelines to carry out analysis, tools to apply method
or any thing that helps analysts to carry out analysis.

4. Confidence about the results: This criterion is used to assess the confi-
dence of the risk analysts about the carried out risk analysis and its results. If
a used method is good enough then the performed analysis by applying that
method will yield some degree of confidence in analysts about the method
application and yielded results.

5. Applicability for software: This final criterion used to assess how applica-
ble a particular step of a method is for identifying software hazards and their
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causes. Today, almost every system has software in it that makes the system
to behave dynamically. An effective analysis method must identify prob-
lems pertaining to the dynamic behavior of a system, i.e., software relevant
hazards and their causes.

Table 7 and 8 shows the evaluation of the analysis process of FMEA and STPA
based on the afore-mentioned criteria. Both methods were evaluated by using the
afore-mentioned derived qualitative criteria.

For example, step 1 of FMEA, shown in Table 7, was easy to apply because of
available detailed requirements and architecture of the system. Then, the provided
support by FMEA in step 1 was the structural decomposition. After this, the an-
alyst is confident about the results of application of step 1 of the FMEA method.
Finally, step 1 was evaluated for the applicability for software and in this case it is
well suited because it fosters risk-based development and testing.

On the other hand, step 1 of STPA was easy to apply because of the available
detailed functional control diagram and safety requirements and constraints of the
system. After this, the STPA method provides explicit support in this step and the
analyst is confident about the analysis results. Finally, this step is well suited for
software because the design of STPA is only for software that can easily be seen
in the analysis. In this way, all steps of FMEA and STPA are evaluated for these
qualitative criteria that are shown in Table 7 and 8, respectively.

To summarize, the FMEA analysis process defined in Table 7 consists of five
steps. Step 1 and Step 2 are easy to perform, because of the bottom up analysis
of the system. However, experience in the development of dependable systems is
needed to identify failure modes (step 3) and its potential risk (step 4). Moreover,
the introduction of defect prevention measures (step 5) in product development is
a common task in every project. On the other hand, the STPA analysis process
defined in Table 8 consists of four steps. Step 1 and 2 are easy to apply because
of the available detailed information about the system and the STPA keywords
used to identify inadequate controls in the system. Moreover, step 3 is hard to
perform because it finds causal factors in large amount that can be challenging
sometimes. Finally, step 4 is also hard to carry out because there is no explicit
support provided by the method. STPA is a simple method that does not require
high level of experience by the analysts to apply the method.

7 Validity Evaluation
The validity of a study represents the trustworthiness of its results, which means
for example that the results are not biased by the researcher’s own opinion or point
of view [35]. Validity of this kind of study (a case study) can be assessed regarding
construct validity, internal validity, external validity, and reliability [35, 43]

Construct validity considers the studied artifacts and concerns if they represent
what the researcher have in mind and also if the studied artifacts are investigated



7 Validity Evaluation 153

Table 7: Analysis of the FMEA process for safety analysis
FMEA
steps

How
easy or
hard?

Why was it
easy or hard?

Provided sup-
port by the
method

Confidence
about the
analysis
results

Applicability
for Software

Step 1 Easy Requirements
and architec-
ture of the
system on
an abstract
level are well
defined

Structural de-
composition is
supported

Experience in
the application
of FMEA in
safety-critical
systems such
as railway
interlocking
systems was
the basis

Very well
suited for soft-
ware, because
for instance
risk-based
development
and testing is
fostered

Step 2 Easy Functions of
the systems
are defined

Supported by
templates

Method is easy
to apply

Yes, on the ba-
sis of the re-
quirements

Step 3 Moderate The identifica-
tion of failure
causes may be
challenging

Yes, taking do-
main specific
failure data
into account

Confident, be-
cause a poten-
tial failure can
be assigned to
each task of a
component

Yes, on the ba-
sis of require-
ments and de-
sign specifica-
tion of soft-
ware systems

Step 4 Hard It is not easy
to assign the
potential risk
to avoid a risk
scenario

Yes, by as-
sessing the
complexity of
a component
and the prob-
ability of a
failure

Taking qual-
itative inter-
pretation of
the RPN into
account, gives
confidence

The method
fosters the
application
of risk-based
testing in
software
development

Step 5 Moderate Efficiency of
the measures
have to be
assessed

Yes 20 years ex-
perience in in-
dustry

The applica-
tion of FMEA
fosters the
improvement
of the software
development
process
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Table 8: Analysis of the STPA process for safety analysis
STPA
steps

How
easy or
hard?

Why was it
easy or hard?

Provided sup-
port by the
method

Confidence
about the
analysis
results

Applicability
for Software

Step 1 Easy The functional
control di-
agram and
requirements
of system
with its safety
constraints are
available in
detail

Method does
not explicitly
support in this
step instead
it requires
detailed func-
tional control
diagram and
other system
descriptions

Confident
about the
results of this
step based on
the reviewed
literature
about STPA
and by study-
ing advanced
level safety
course

Very well
suited for soft-
ware because
the main focus
of STPA is
on dynamic
behavior
of systems,
which covers
mainly the
software part

Step 2 Easy Identification
of inadequate
safety con-
trols is easy
because of the
STPA key-
words, i.e., not
provided, pro-
vided unsafe,
provided too
late or early,
and stopped
too soon

Systematic
approach by
using STPA
keywords
identified al-
most complete
set of potential
hazards

Confident
because all
components in
system’s func-
tional control
diagram are
one by one
evaluated
against the
keywords to
find complete
set of hazards

Very well
suited as the
main focus of
STPA is on
software and
the dynamic
behavior of
system. It
identifies
majority of
the hazards
relevant to
software

Step 3 Hard Identification
of causal
factors can be
challenging

Keywords to
evaluate sys-
tem’s dynamic
deviation from
required safety

Confident,
because STPA
yielded almost
a complete
analysis result
for both the
potential haz-
ards and their
causal factors

Very well
suited as it
identified
majority of
the software
relevant causal
factors

Step 4 Hard Designing
new coun-
termeasures
and evaluating
existing ones
can be difficult
or challenging

No explicit
support by the
method

Researcher in
safety domain
having 5 years
of research
experience
in analyzing
methods and
tools used for
the analysis of
safety critical
systems

It identifies
problems in
software and
suggest im-
provements
depending
on the stage,
i.e., design,
development
and operation
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according to the research questions of the study. In this study, the collision avoid-
ance system was analyzed to identify hazards. The analysis was done by two per-
sons, the first and the second author of this study. The hazard analysis performed
by the first author is already published in a previous paper [41]. In the current
study, the second author analyzed the system using FMEA and all the documenta-
tion and information were available, which were used during the hazard analysis
performed by the first author. There could be a risk of not understanding the an-
alyzed system and its description by the authors. To decrease this threat a simple
system was selected and also its detailed description was acquired and made avail-
able to all the authors of this study. Moreover, there could be another risk of not
understanding the investigated methods by the authors. To decrease this threat the
experienced persons were selected to apply methods and also the suitable method
guidelines and instructions were followed during the analyses. Also, regular meet-
ings were carried out to eliminate any existing ambiguities in understanding of the
system and its description and investigated methods. This could also impact the
evaluation of the analysis process. The effect was however limited by dividing the
analysis into steps that were assumed to be known and understood.

Internal validity is important and mostly applicable in studies of causal rela-
tionships. In this study, there can be a chance of history internal validity threat.
To decrease the chance of history threat the following measure were taken. The
second author of this study was selected to apply FMEA on the collision avoidance
system. The first author already knows the existing hazards in the selected system
because he has applied STPA on the selected system in the previous study [41].
Therefore, in the current study, to improve research validity it was decided that the
first author would not apply the FMEA method on the selected system. Instead
another author did that. The second author of this study did not have access or
review the previous study results [41]. Furthermore, it was also considered that
the same system information and description is available to the second author to
analyze the system.

All stages of risk and hazard analysis process involve subjectivity [33]. There
is always a chance of uncertainty, the need for judgment, considerable scope for
human bias, and inaccuracy. It is highly likely that the results obtained by one risk
analyst are not same to the results obtained by other risk analysts starting with the
same information [33]. In our case study both the authors (first and second) an-
alyzed the collision avoidance system independently by applying different hazard
analysis methods (STPA and FMEA). Moreover, both the authors have sufficient
level of experience of analyzing safety critical systems and it is believed that in
this case study there is a little or no chance of this threat. Here, in this study the
objective is not to compare hazard analysis methods based on just the numbers of
identified hazards instead the objective is to compare them based on the types of
hazards found.

During the study the results, and the written formulations of the results, were
studied and discussed by all authors in order to limit the risk that results from one



156 Comparison of the FMEA and STPA safety analysis methods – A case . . .

method was treated and formulated more positively than the results of the other.
External validity is concerned with to what extent it is possible to generalize

the findings, and to what extent the findings are of interest to people outside the in-
vestigated case. In this study, the selected system is a real software-intensive safety
critical system, therefore it is believed that the results of this study will be appli-
cable and helpful in analysis of such type of safety critical systems. Moreover, the
results of this study can be further used to compare different analysis methods us-
ing other safety critical systems. Furthermore, there might be a threat of difference
in results of both hazard analyses because of different level of experience of the
first and second authors of this study who performed hazard analyses.

Reliability is concerned with to what extent the data and the analysis are de-
pendent on the specific researchers. The reliability was addressed by conducting
both the data collection and analysis as a group of researchers instead of one single
researcher. In this study there are less chances of this threat because the data used
for the analysis is of third degree [17], e.g., documentation, description, published
literature. Moreover, the first-degree data collected in this study is the hazard anal-
ysis results or identified hazards. To decrease the chances of reliability threats,
guidelines for the both methods were properly used. Special measures were taken
during the hazard analysis process and continuously reviewed by the co-authors.
For example, the first author of this study performed an initial comparison of the
identified hazards yielded from the FMEA analysis and STPA analysis. The first
author created a list of the common and unique hazards that were identified by the
both analysis methods. After this the second author reviewed the initial compari-
son performed by the first author. The second author identified one more hazard
(no. 18 in Table 4) as common hazard identified by the both analysis methods.
Then, the first author classified all the identified hazards into five error categories,
component interaction error, software error, human errors, component error, and
system error. This classification was also reviewed by the second author of this
study for the researcher triangulation.

8 Discussion

The common identified hazards are classified as software error and component
error type mainly, as shown in Figure 4. Moreover, there are some common iden-
tified hazards classified as component interaction types hazards. From the 13 com-
mon identified hazards it can be observed that both methods found software error
type hazards covering the dynamic behavior of the system. In [10,11,16,19,26,42],
the authors have mentioned that the traditional analysis methods (FMEA, FTA,
etc.) cannot identify software errors. However, FMEA is still used in many
safety critical hardware software systems and was extended to detect software
hazards [22] as well as vulnerabilities [36], and has even been applied for security
testing [27]. Another difference to STPA is that it does not start from an undesired
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state but from a malfunctioning hardware or software component. However, in our
case study there is no major difference between the types of identified hazards by
the both applied methods on the collision avoidance system.

Furthermore, both methods also found some hazards that are unique to them
(identified by only one method, either FMEA or STPA). STPA identified 9 unique
hazards that are not identified by FMEA of which majority of the identified hazards
are of software and component failure type hazards. On contrary, FMEA identified
8 unique hazards that were not identified by STPA. Interestingly, the majority of
the uniquely identified hazards by FMEA are also of software and component
failure hazards like STPA.

Moreover, a small difference can be noticed in the unique identified hazards
by the two analysis methods regarding component failure type hazards. That
means, FMEA identified more component failure hazards as compared to STPA.
This shows the basic philosophy behind both methods, FMEA focuses more on
components, their failures and risk mitigation measures, whereas STPA focuses
on delivery of control commands and their feedbacks.

One more interesting factor in our case study is that STPA found fewer unique
system error type hazards than FMEA. Because STPA is developed considering
system engineering and thinking, which consider whole system as a single unit
instead splitting it in several parts. One potential reason of finding few system
type hazards by STPA can be that the analyzed system in this study does not have
many system type hazards. On the other hand, FMEA identified 2 out of 8 hazards
of system error type. Another interesting difference can be observed regarding the
component interaction error type hazards, STPA identified 18% hazards of compo-
nent interaction error type. On the other hand, FMEA did not identify any hazard
of component interaction error type. This result corroborates with the results of
the previous studies.

[10, 11] mention that the main difference of STPA from bottom-up analysis
methods like FMEA is that bottom-up analysis techniques start by identifying all
possible failures. This can result in a very long list of potential failures if there
are a lot of components to consider in the analysis. However, this long list is pro-
duced because FMEA takes the architecture and complexity of components into
account [38]. Moreover, this long list of potential failures can be managed by in-
troducing a hierarchical structure in FMEA. Furthermore, FMEA fosters proposi-
tions for the structure of a hardware and software system and generates preventive
measures during development and operating [38]. However, in our case study both
methods were applied independently by the different authors on a collision avoid-
ance system to find operational hazards of the system that yielded in almost the
same number of identified hazards (21 by FMEA and 22 by STPA).

However, one clear difference where STPA seems to outperform FMEA is
finding causal factors of identified hazards. According to [10,11], STPA considers
more types of hazard causes than the other traditional hazard analysis methods.
Therefore, STPA is more complete than existing traditional hazard analysis meth-
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ods [10]. In our case study, the results corroborate with the findings of [10, 11]
regarding STPA’s complete causal factors identification.

On the other hand, FMEA (which is based on reliability theory) is stronger
with respect to risk assessment of software failures by calculation of a risk priority
number based on the complexity of a component or system. In STPA (which is
based on system theory) there is no corresponding process step. Also assigning
the application function to each sub-component and subsystem is not covered in
STPA. However, the steps of (a) system decomposition and acquisition, respec-
tively, (b) identification of potential failures, their causes and effects, as well as
(c) definition of countermeasures map to each other. Especially, the definition of
countermeasures is according to the technology acceptance model hard to perform
and requires experience.

9 Conclusions and Future Work

In this paper, we present a qualitative comparison of the two hazard analysis meth-
ods, Failure Mode and Effect Analysis (FMEA) and System Theoretic Process
Analysis (STPA) using case study research methodology. Both methods have been
applied on the same forward collision avoidance system to compare the effective-
ness of FMEA and STPA. Moreover, the analysis process of both methods is also
evaluated by applying a qualitative criteria derived from Technology Acceptance
Model (TAM) [4, 5].

It can be observed that almost all types of hazards that were identified in the
study were found by both methods. That is, both methods found hazards classified
as component interaction, software, component failure and system type. With
regard to component failure hazards, FMEA identified more component failure
hazards than STPA. With regard to software error type hazards, STPA found more
hazards than FMEA of unique hazards. With regard to component interaction error
type hazards, STPA found some hazards however FMEA did not find any of unique
hazards. Finally, with regard to system type error hazards, FMEA found slightly
more hazards than STPA.

Both FMEA and STPA consider system decomposition (FMEA decomposes
and STPA considers whole system for analysis), identification of potential fail-
ures, their causes and effects, as well as definition of countermeasures. But STPA
does not consider risk assessment in terms of risk priority number calculation and
assignment of the application function to each subsystem.

The methods have different focuses. FMEA especially takes the architecture
and complexity of components into account, whereas STPA is stronger in finding
causal factors of identified hazards.

It can be concluded that, in this study, there were no type of hazard that was not
found by any of the methods, which means that it is not possible to point out any
significant difference in the types of hazards found. However, it can be observed
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that none of the methods in this study was effective enough to find all identified
hazards, which means that they complemented each other well in this study. Fur-
ther research, especially in terms of case studies and experiments, is needed in
order to investigate differences, but also combinations of the methods and possible
extensions of them. In addition, safety has been defined as an important risk driver
for testing [9], but the number of risk-based testing approaches taking safety anal-
ysis into account is limited [6]. Comparing different safety analysis methods like
FMEA and STPA with respect to test planning, design, execution and evaluation
is another suggested topic for further research that could help to increase adoption
of safety analysis methods for risk-based testing.
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PAPER V

IDENTIFICATION OF IT
INCIDENTS FOR IMPROVED
RISK ANALYSIS BY USING

MACHINE LEARNING

Abstract

Today almost every system or service is dependent on IT systems, and failure
of these systems have serious and negative effects on the society. IT incidents
are critical for the society as they can stop the function of critical systems and
services. Therefore, it is important to analyze these systems for potential risks
before becoming dependent on them. Moreover, in a software engineering con-
text risk analysis is an important activity for the development and operation of
safe software-intensive systems. However, the increased complexity and size of
software-intensive systems put additional requirements on the effectiveness of the
risk analysis process. This means that the risk analysis process needs to be im-
proved and it is believed that this can be done by having an overview of already
occurred IT incidents. This study investigates how difficult it is to find relevant
risks from available sources and the effort required to set up such a system. It also
investigates the accuracy of the found risks. In this study 58% of texts that poten-
tially can contain information about IT incidents were correctly identified from an
experiment dataset by using the presented method. It is concluded that the iden-
tifying texts about IT incidents with automated methods like the one presented in
this study is possible, but it requires some effort to set up.

Sardar Muhammad Sulaman, Kim Weyns and Martin Höst,
In Proceedings of the 41:st Euromicro Conference on Software Engineering and
Advanced Applications (SEAA), pages 369- 373, 2015.
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1 Introduction

Both researchers and practitioners often talk about “IT incidents” that either have
happened or may happen in the future. This can either be incidents with critical
IT services, or incidents with IT systems that support other critical functions in
our society. Risk analysis and management are important activities for the safe
development of modern software-intensive systems, since there are a number of
factors that make these systems increasingly complex and critical. The factors ef-
fecting modern software-intensive systems are the fast changing technology, lim-
ited ability to learn from experiences, increasing complexity and coupling, more
complex relationships between humans and automation, changing regulatory and
public view of safety, and increasing dependability on such systems [7]. Risk anal-
ysis and management are important activities for most of the project management
tasks. In a software engineering context, these activities focus on the software
development process and ensure its integrity. The activities try to ensure there
are no or little unforeseen negative impacts on the software development project.
At the very least, they help to keep all identified potential risks under the effec-
tive management control [9]. There exist many, low and high level, risk analysis
methods and frameworks that complements in identification and management of
risks [12]. By using these methods and frameworks it is possible to foresee the
potential consequences of future possible IT incidents that later can be decreased
or mitigated. Risk analysis includes a step where potential risks are identified,
e.g. through “brain storming” activities. In this step it is assumed to be valuable to
understand what IT incidents that have already occurred. This means that informa-
tion about already happened IT incidents can be used as an input to risk analysis
and management processes. However, historical data about such unwanted events
is not easily accessible and it is not available at a single place. Therefore, there is
a need for an intelligent system that automatically identifies already happened IT
incidents and then saves them in a database.

In this paper we discuss and evaluate an approach for automatically collecting
information about IT incidents from online news sources. In online news sources
there are texts available that includes relevant incidents. A system for automatic
identification should find as many relevant articles as possible, but it should falsely
identify as few now relevant articles as relevant as possible.

The approach is general and could be used to collect information about other
topics, but the approach is of special interest in relation to IT incidents, as much
information about them is available online and although they are a critical infras-
tructure, there is less coordination in the collection of information about incidents
than is the case for, for example, nuclear or aviation incidents.

This means that a basic assumption underlying the research conducted in this
paper is that there is information available about IT incidents in texts available on
for example Internet news sources, but that it is too costly to identify and sort out
relevant texts manually. Using machine-learning techniques offers greater flexi-
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bility and accuracy than a simple keyword search. In recent years, much progress
has been made in the field of machine learning and techniques for automatic or
semi-automatic information retrieval are being used in practice in widely different
areas [4, 8, 10, 11, 16].

When a large set of relevant articles with IT incidents has been identified this
can be used to synthesize a list of typical types of incidents, and it can also serve
as a bank of examples. These sources can be used in training, and as examples in
the identification step of the risk analysis process.

2 Related Work

There exist a few systems that are relevant to the research carried out in this study.
The first relevant system is GDACS1 (Global Disaster and Alert Coordination Sys-
tem), which provides alerts and ways of calculating consequences of sudden dis-
asters that help in improvements of emergency response and capabilities [13]. The
GDACS website also monitors the media and social media for news about each
disaster, although this uses keywords and not machine learning. GDACS was de-
veloped in a joint project by the United Nations, the European Commission and
disaster managers worldwide.

Another relevant system is EMM2 (Europe Media Monitor), developed by the
Joint Research Centre, which collects news from news portals worldwide in 60
languages. It also performs classification of the collected news articles. After the
classification it analyses the news to find different kinds of alerts (e.g. earthquake,
storm, lightning strike, flooding) and presents these alerts in a visual representa-
tion. This system uses clustering techniques (grouping the objects in a way that
all objects in one group are more similar to each other as compared to objects
in other groups) and keywords for the identification of events and their graphical
display [3].

The research presented in this paper is carried out using text classification and
information filtering techniques. A number of studies have discussed text classi-
fication in general and presented results by using different machine learning algo-
rithms. For example, Sebastiani et al. [11] present an overview of different avail-
able machine learning approaches for automatic text classification. In the study,
the authors discuss different methods, their applications, their effectiveness and
recent progress that has been made in the field.

Machine learning algorithms have also been used in spam e-mail filtering [1,2].
It has been concluded that the use of machine learning algorithms is better than
the use of simple keyword search for spam filtering. This indicates that Machine
Learning techniques also are better for the purpose of this paper than keyword
search.

1http://www.gdacs.org
2http://www.emm.newsbrief.eu
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3 Research Methodology

3.1 Research Objectives

The main objective of this study is to prepare and evaluate a prototype of a system
that automatically identifies information pertaining to IT incidents reported in on-
line news sources. The main research question is to explore how IT incidents can
be identified from available news sources on the Internet. The main research ques-
tion has been broken down into the following more detailed research questions:

• RQ1: What search and identification methods should be used for this type
of search?

• RQ2: Which steps are important to effectively use machine learning for
searching and identification of IT incidents?

• RQ3: What kind of data sources should be used for the identification of IT
incidents?

• RQ4: How much effort is required to perform this identification of IT inci-
dents in practice?

3.2 Research Approach

This is an explorative study initiated by an idea of automatic identification of IT
incidents reported in online news sources that can later be used for risk analysis.
The research in this study is carried out in a number of following steps.

1. An appropriate method or technique for the identification problem was se-
lected. After reviewing the literature and techniques it was found that using
a machine learning technique is the best solution for this study [1].

2. A data source containing relevant articles, about IT risks or incidents, in a
large number and in a relatively low frequency for the example to be realistic
was found. After searching available and accessible news web sources, one
web source was found that contains thousands of articles of interest for this
study.

3. Retrieval of text (IT risk or incident articles) from the selected data source
and its cleaning was performed. The data retrieval and initial data clean-
ing was performed by specially written java code. Then, the further data
cleaning and processing was performed by using a machine learning tool.

4. Two datasets were manually prepared to be used as learning and evaluation
datasets. Only after these steps, the selected machine learning techniques
could be applied on a training dataset for the creation of a classifier.
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5. Finally the selected machine learning techniques are applied on the training
dataset for the creation of a classifier. Then, cross validation was performed
within the training dataset as well as by applying the learned classifier on an
independent evaluation dataset.

For this study, machine learning and data pre-processing algorithms were ap-
plied through the WEKA3 (Waikato Environment for Knowledge Analysis) data-
mining tool. It is an open source software developed in java by researchers of the
University of Waikato, New Zealand. It has a well-designed GUI and it has a wide
variety of machine learning algorithms implemented, and allows direct application
of algorithms on datasets [5].

4 proposed IT Incident Identification Method
This paper proposes a method for the identification of IT incidents in the context
of risk and vulnerability analysis by using machine learning algorithms. With
the processing of text written in natural language, and by using machine learning
techniques it is possible to classify or identify IT incidents automatically.

It can be noticed that there is an overlap between the research approach and the
proposed identification method. However, the research approach includes some
steps that are carried out for research purpose only, like the first step that is used
only for research. The research includes using the proposed approach, and evalu-
ating it. In the research the proposed approach for identification is only used once,
and with archived data. In a real setting it will be used continuously and new texts
are constantly investigated.

Below is a brief description of steps required for the identification of IT inci-
dents. This study has been conducted by developing a prototype solution in the
following steps:

1. Retrieval of unstructured data from the web source.

2. Preparing a training dataset by manually classifying a smaller set of docu-
ments.

3. Pre-processing of retrieved data performed to convert unstructured data to
structured form required for the machine learning tool.

(a) Cleaning of data performed by removing stop words and stemming.

(b) Selection of features with the help of feature selection algorithms.

4. Build a classifier.

(a) Build a classifier by training on the manually classified training dataset.

3http://www.cs.waikato.ac.nz/ml/weka
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Figure 1: Identification process of IT incidents

(b) Evaluate the selected classifying method internally on the training data
(cross-validation).

5. Application of classifier on a separate evaluation data set.

6. Evaluation of classifier by applying it on the complete dataset downloaded
from the data source for the identification of relevant IT incidents.

The steps involved in the proposed method for identification of IT incidents are
summarized in Figure 1.

4.1 Retrieval of Data

For the development of a prototype that will identify IT incidents a large number
of possible candidate texts need to be retrieved. As the focus of this study is on IT
incidents that have happened, a suitable source for this is the e-news stories written
by reporters from all over the world. For the evaluation of the approach proposed
in this study, we selected “The Risk Digest”4 as data source. This is a newsgroup
about IT-related risks and incidents moderated by Peter G. Neumann. It consists
of 27 volumes published from 1985 to 2013 and each volume contains a varying
number of issues (between 45 and 98). For the retrieval of these documents a
simple software tool was used written in Java. By using this tool, 25,500 records
were downloaded and, after removal of the surrounding HTML code, stored in a
format suited for the machine learning tool.

4.2 Preparing a Training Dataset

A small set of documents from the retrieved data were selected for the training
dataset (dataset X) and manually classified. It contains 200 documents, which
were selected randomly from the large set of downloaded documents. As a large
proportion of this dataset contains articles relevant to IT incidents, which is un-
likely to be the case in other news sources it was decided to limit the scope of the
example used in this study to identifying only those documents that were about IT
incidents in commercial aviation. This reduces the percentage of relevant articles

4http://www.catless.ncl.ac.uk/Risks/
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from over 50 percent to less than 10 percent, which is more realistic in this type
of information retrieval problem. That is, the purpose of focusing on commercial
aviation was to obtain a dataset with a realistic number of interesting articles.

Therefore the training dataset was manually classified into the following two
classes:

A) Articles of interest: documents about IT incidents in commercial aviation, i.e.
everything about non-military aircraft, airports, airline ticket systems, flight
control, baggage handling, design of aircraft, etc.

B) Articles not of interest: documents not about IT incidents in commercial avia-
tion, also including related, but separate, fields of military aircraft, space tech-
nology, etc.

After manual classification, class A contained 12 documents and the remaining
188 documents were classified in class B.

4.3 Pre-Processing of Data

Machine learning algorithms can extract useful information from a huge amount
of available data semi-automatically or automatically. The first step for this task
is to perform the transformation of unstructured data into structured form. The
unstructured data in the form of strings of characters must be transformed into a
machine-readable representation in this case a vector of words. This transforma-
tion was performed by using a machine learning tool that leads to a feature value
representation. Pre-processing is crucial to attain useful results [6]; it includes
management of missing feature values, data cleaning, and feature selection.

Data cleaning detects and removes errors and incompatibilities from the re-
trieved data to achieve more accurate results by improving the quality of data.
Data cleaning consists of removal of stop words, converting words to lowercase,
and stemming. For the stemming, in this study the Lovins stemming algorithm was
used [5].

Feature selection is the next important step to select the most significant and
correlated features pertaining to the class attributes. The class attribute is a special
attribute that defines the classes (attribute used for the outcome of classification).
Feature selection algorithms select a subset of suitable features from original large
dataset. In this study, the feature selection was performed by using the CfsSub-
setEval algorithm.

4.4 Build Classifier

After preparing a training dataset, by manually classifying 200 randomly selected
documents, and performing the above mentioned steps the classifier was trained
by using the Naive Bayes machine learning algorithm in WEKA. Then, the built
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classifier was evaluated by performing cross validation in 10 folds. (10-folds di-
vide dataset in 10 equal parts and then use 9 for learning and 1 for evaluation, and
repeat this process by using all parts one by one) on the training dataset.

4.5 Application of Classifier

Next, the classifier was applied on the remaining large dataset. After applying the
classifier, the documents in the large dataset were classified in two classes, about
commercial aviation and not about commercial aviation.

4.6 Evaluation of Identification

After identifying relevant documents with the application of the built classifier an
evaluation of the identification results was performed. For the evaluation of the
results an evaluation dataset (dataset Y) was prepared by manually classifying a
smaller set of documents like the training dataset. Then, the built classifier was ap-
plied on the manually classified evaluation dataset for measuring the performance
and accuracy.

5 Results and Discussions

This section presents the results of applying the proposed method on the example
data used for this study. It presents results of both before and after carrying out
stemming and stop words removal. First dataset X was used as training and cross-
validation set and dataset Y as evaluation set, then the order was reversed.

Table 1 and Table 2 present classification results with and without carrying
out stemming and stop words removal. The results without parentheses are with
carrying out stemming and stop words removal. The results within parentheses
are without carrying out stemming and stop words removal. Table 1 presents the
results of classifier I that is built from dataset X and then applied on dataset Y for
evaluation.

Classifier I correctly classified 9 of the training documents as interesting (TP ,
true positives) and 3 documents incorrectly classified as not-interesting (FN , false
negatives). It also correctly classified 187 documents as not-interesting (TN , true
negatives) and one document incorrectly classified as interesting (FP , false posi-
tives). This gives an accuracy ((TP + TN)/(TP + TN + FP + FN)) of 98%,
a precision (TP/(TP + FP )) of 90%, and a recall (TP/(TP + FN)) of 75%.

Then, the cross-validation was performed by using 10-folds and classifier I
obtained similar results as in the learning phase. Classifier I was applied on dataset
Y, with the results as shown in the column to the right in Table 1. Although there
is an increase in the accuracy after performing stemming and stop words removal,
the results are not optimal in the sense that some interesting documents are missed.
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Table 1: Classifier I results (built on dataset X, evaluated on dataset Y)

Training Cross-Validation Evaluation

Actual
Predicted Predicted Predicted

Class-A Class-B Class-A Class-B Class-A Class-B
Class-A 9 (10) 3 (2) 9 (10) 3 (2) 4 (2) 8 (10)
Class-B 1 (4) 187

(184)
1 (4) 187

(184)
1 (1) 187

(187)
Accuracy 98% (97%) 98% (97%) 95.5% (94.5%)
Precision 90% (71%) 90% (71%) 80% (66%)
Recall 75% (83%) 75% (83%) 33% (16%)

Table 2: Classifier II results (built on dataset Y, evaluated on dataset X)

Training Cross-Validation Evaluation

Actual
Predicted Predicted Predicted

Class-A Class-B Class-A Class-B Class-A Class-B
Class-A 11 (9) 1 (3) 10 (9) 2 (3) 7 (7) 5 (5)
Class-B 1 (3) 187

(185)
4 (3) 184

(185)
7 (14) 181

(174)
Accuracy 99% (97%) 97% (97%) 94% (90.5%)
Precision 91% (75%) 71% (75%) 50% (33%)
Recall 91% (75%) 83% (75%) 58% (58%)

Table 2 presents the results of classifier II built from dataset Y and then ap-
plied on dataset X for evaluation. Classifier II correctly classified 11 documents as
interesting and one document incorrectly classified as not-interesting. It also cor-
rectly classified 187 documents as not-interesting and one document incorrectly
classified as interesting. Here, a small increase in accuracy compared to learning
results of classifier I can be noticed.

After performing cross-validation, classifier II correctly classified 10 docu-
ments as interesting and 2 documents incorrectly classified as not-interesting. It
also correctly classified 184 documents as not-interesting and 4 documents incor-
rectly classified as interesting. Here, a decrease in the precision compared to the
results of classifier I can be noticed. The accuracy has also decreased. The cross-
validation results (with stemming) of classifier II are probably good for the IT
incident identification system.
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After applying classifier II on the evaluation dataset X, it correctly classified 7
documents as interesting and 5 documents incorrectly classified as not-interesting.
Classifier II also correctly classified 181 documents as not-interesting and 7 docu-
ments incorrectly classified as interesting. Here, the increase in the numbers of true
positives as compared to the evaluation results presented in Table 1 can be noticed.
The number of true negatives has decreased and due to this there is an decrease
in accuracy, but it performed well for the interesting document class (Class-A),
which is a requirement for the proposed system.

As mentioned by Sebastiani et al. [11] and Yu [15], stemming has both the
positive and negative effects on accuracy for text classification results. Toman et
al. [14] also mentioned that the stemming even decreases the accuracy of a text
classifier. However, in the results presented in Table 1 and Table 2, it can be
noticed that after carrying out stemming and stop words removal both classifiers
performed well and obtained the results with an increase in accuracy as compared
to without stemming and stop words removal.

6 Conclusions and Future Work

Based on the reviewed literature and related work we conclude that using a ma-
chine learning technique as a search and identification method (RQ1) is the best
solution for this type of search because it is too costly to identify and sort out rele-
vant risks or IT incidents manually. Regarding the steps to effectively use machine
learning for searching and identification of IT incidents (RQ2), a method is pro-
posed in this study in Section 4 (see Figure 1). The proposed method worked rather
well in this study by identifying potential texts about IT incidents. This indicates
that it is possible to support the work of identifying texts about IT incidents with
automated methods like this. This support could be an important aid in the process
of building a database of occurred IT incidents. Regarding data source (RQ3), we
conclude that the best data source for this study could be the e-news stories written
by reporters from all over the world. In this study we selected “The Risk Digest"
as data source. It is an example of real data containing relevant articles, about
IT risks or incidents, in a large number and in a relatively low frequency for the
example to be realistic. This, however, needs further research. Regarding required
effort (RQ4), based on the results of this study, we conclude that it is possible to
identify interesting texts from a large number of potential texts but it requires a
substantial effort to set up. With one of the two investigated data sets, 33% of all
the relevant articles were found, and with the other data set, 58% of the relevant
articles were found. This means that a large number of relevant texts can be found
with this support, even if not all texts are found.

However further research is needed to understand if it is possible to transfer
these conclusions to other texts, especially for texts that are taken from e.g. news
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PAPER VI

A METHOD FOR ASSESSING
RESILIENCE OF

SOCIO-TECHNICAL
IT-SYSTEMS

Abstract

Modern society is increasingly dependent on IT-systems. Due to this dependence
it is important that IT-networks are designed to be resilient, meaning that they
will either maintain or quickly recover their functionality when exposed to strain.
Simulation-based methods that consider supply network topology as well as sys-
tem responsible for repairing supply network have previously been used and found
to be beneficial for assessing resilience of electricity and water distribution sys-
tems. A method of this kind is here applied for IT-networks. In effect the IT-system
is studied as a socio-technical system, here broadly understood as a system whose
functionality is dependent on technical as well as organizational sub-systems. The
aim of the present research is to test if such a method is applicable for assessing
resilience of IT-systems, meaning that: 1) it is possible to use based on available
data, in this case gathered mainly through interviews with focus groups, 2) the
results are relevant for users/owners/maintainers. The method is tested in a case
study on the IT-network of one department of Lund university as well as the uni-
versity core network. Results show that the method is applicable for the studied
IT-network and that we can obtain the resilience metrics sought for. It is found that
the method can enable system owners to see if and for what levels of strain they
are presently reaching their desired targets concerning system resilience. Con-
cerning the relevance of the method, feedback from system experts indicates that
the method might primarily be useful for IT-systems whose failure would 1) re-
sult in large economic losses (e.g. IT-system of major private companies) or 2)
lead to loss of health or safety (e.g. IT-systems of governmental organizations and
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hospitals).

Finn Landegren, Sardar Muhammad Sulaman, Peter Möller, Martin Höst and Jonas
Johansson,
In Proceedings of the 26th European Safety and Reliability Conference (ESREL
’16), pages 2199–2206. Taylor & Francis Group.

1 Introduction
Modern society is increasingly dependent on IT-systems. Due to this depen-
dence it is important that IT-networks are designed to be resilient, meaning that
they will either maintain or quickly recover their functionality when exposed to
strain. This calls for new and better approaches for assessing IT-network re-
silience. Simulation-based methods that consider network topology as well as
system responsible for repairing supply network have previously been used and
found to be beneficial for assessing resilience of electricity [4] and water distri-
bution systems [10]. In effect in these cases the infrastructure system is studied
as a socio-technical system, here broadly understood as a system whose function-
ality is dependent on technical as well as organizational sub-systems. To the au-
thors’ knowledge a method of this kind has not been applied for IT-networks. The
aim of present research is to test whether a simulation based method addressing
socio-technical system aspects is applicable for assessing resilience of IT-systems,
meaning that: 1) it is possible to use based on available data, in our case gath-
ered mainly through interviews with focus groups, 2) the results are relevant for
users/owners/maintainers. Resilience is here broadly understood as the ability of
a system to withstand sudden shocks [2]. The here proposed method enables as-
sessment of three crucial aspects of resilience: 1) robustness, meaning the ability
to withstand strain without loss of function, 2) rapidity, meaning the ability to
quickly regain function in case of strain and 3) resilience loss, here understood as
the overall number of user hours of service that are lost due to a given disruption.
Fig. 1 shows how these metrics are related to the so called resilience curve showing
functionality of a system through time. As suggested by [12] recovery time (T )
provides a measure of rapidity, and Fnorm −X provides a measure of robustness,
where Fnorm is the normal functionality of the system and X is the initial loss in
functionality. X and T are, similarly to [12], calculated using equations 1 and 2.

X = Fnorm − F (t0) (1)

T = t1 − t0 (2)

Where F (t0) is system functionality immediately after disruption, t1 is the time
point at which the system is fully restored and t0 is the time point of the distur-
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bance. Functionality can potentially be measured in several ways. In this paper it is
understood as number of users that have service. In accordance with [1], resilience
loss is calculated through equation 3.

RL =

∫ t1

t0

[Fnorm − F (t)]dt (3)

Where F (t) is the system functionality at time t.

Figure 1: Resilience curve showing level of functionality of a disrupted system
over time.

2 Related Work

A number of approaches can be found for assessing IT network resilience. [11]
proposes a risk-based approach for designing a resilient network. The approach
includes three risk management design techniques. The first technique is to mini-
mize the maximum damage that could occur in the network, the second technique
is to minimize the maximum risk in the network and the third technique is to
minimize the root mean squared damage. [7] presents a risk assessment process
to identify the challenges with the highest potential impact to a network and its
users. The outcome of the presented process is a prioritized list of challenges and
associated system faults, which can guide network engineers towards the mech-
anisms that have to be built into the network to ensure network resilience. [9]
evaluates IT-network resilience based on the operational state of the network and
the service delivered in which disturbances are simulated as node and link fail-
ures. [8] presents a systematic approach for building resilient IT-networks. The
authors first presents fundamental elements at the framework level such as met-
rics, policies, and information sensing mechanisms. Then, the authors presents a
case study to show how the developed framework and mechanisms can be applied
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to enhance resilience. [5] presents a model to construct awareness of resilience is-
sues that consists of four stages. The authors model the behavior of defender and
attacker in the proposed model by using Extended Generalized Stochastic Game
Nets (EGSGN) which combines Game theory and Stochastic Petri Nets. In a case
study the authors show how to use EGSGN to depict the network resilience situa-
tion in the proposed model. Existing methods for assessing IT-network resilience
are generally not considering socio-technical aspects in great detail. In particular,
no identified approach is combining explicit modeling of IT-network as well as
repair system. To answer to this gap this study presents a method based on Monte
Carlo simulation for assessing resilience of socio-technical IT-systems. Simula-
tions are done using a hybrid modeling approach which considers the technical
network, represented using graph theory, as well as the repair system, represented
by a queuing model.

3 Research Methodology
The study was conducted as a case study [6] where the simulation based method
was evaluated by applying it on a real IT system. The method for evaluation of
resilience had, previously to the present study, been employed on an electricity
network [4]. The model has not been evaluated for IT systems.

The objective of this study is to investigate the following:

1. Is it possible to apply the model on IT systems?

2. Are the results of applying the model on IT systems relevant?

3. What additional factors would be important to introduce in the model in
order to make the relevance for IT systems higher?

Question 1 concerns if it is possible to apply the model on IT systems, which
is determined by investigating if all required data is available for a real IT system
and how hard it is to collect this data. Question 2 concerns how useful the results
of using the model are for IT managers responsible for large IT systems.

The study was conducted in three main steps, see Fig. 2. The steps were carried
out in sequence. In the first step, data was collected from the case organization.
This was conducted by first having a meeting with representatives from the orga-
nization followed by continued contacts where detailed information was collected.
At the meeting the ideas of the model were presented by the authors of this paper,
and the representatives of the organization presented their IT system and its archi-
tecture, history, requirements, etc. At the meeting the authors of this paper and
two representatives from the organization participated.

In the second step the model was used with the data that was collected in the
previous step. This was based on the original, general, model and it meant that
some aspects of the model was adapted to fit to this situation.
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1. Collection of data

2. Application of model

3. Feedback collection

Organization
with IT system

data

model results

feedback

Figure 2: Methodology

In the third step results from applying the model were presented to the organi-
zation. This was carried out in an informal setting where representatives from the
organization participated and were able to give feedback on the usefulness of the
approach. The researchers actively asked for information about the usefulness of
the results at the meeting.

Compared to the research questions it can be concluded that question 1 was
mainly answered in the first and second step and question 2 and 3 in the third step.

4 Simulation Model

A hybrid modeling approach is used which considers the technical network, repre-
sented using graph theory, as well as the repair system, represented by a queuing
model. Here the previously developed hybrid-model is presented and described
in an IT-system context. The infrastructure network is represented as a graph
G(V,E) where V consists of N nodes and E consists of M edges (see e.g. [3]).

V = [ n1 n2 ... nN ] (4)

E = [ e1 e2 ... eM ] (5)

The complete set of components in the network, C, is constituted by the sets V
and E, i.e .:

C = [ n1 n2 ... nN e1 e2 ... eM ] = [ c1 c2 ... cN+M ] (6)

An adjacency matrix A is used to represent the connections in the network, see
equation 7.

A =

 a11 . . . a1N
...

. . .
...

aN1 . . . aNN

 (7)
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In IT-networks, especially in the core network, two nodes often have multiple con-
nections. Hence in the connectivity matrix used here aij is k if ni is connected to
nj by means of k separate edges. Each connecting cable could potentially be rep-
resented as a separate network edge. Here, however, cables that are geographically
co-located are represented as one single network edge. This way of representing
network edges will be reasonable concerning some hazard types, such as excavator
accidents, flooding or sabotage, in which case all components located in proximity
are likely to be damaged. Other hazard sources may not be as accurately reflected
through this model assumption. These types of hazards can easily be simulated by
representing each geographically co-located cable as an individual edge.

Further, two type of services need to be modeled: connection to internet and
connection to server. This is here considered by performing two separate analyses,
one assessing restoration of internet connection, the other assessing restoration of
server connection. Two kinds of node faults can occur. Partial hardware failure of
access switch means that the connectivity of the network will remain unchanged
while some of the customers connected to the access switch loose access to the
network. Remaining faults mean that the network connectivity is changed so that
no information passes through the failed component. Two vectors are used to
represent node faults. One vector provides the number of faults that has occurred
in the network nodes. This number may be either 0, 1 or 2 (the latter being possible
only in access switches). The other vector is a boolean and provides information
concerning if a given component is an access switch that has had hardware failure.
If node i has had a failure of type 1 the i:th element in the two vectors will be 1. If
it has had a failure of type 2 the i:th element will be 1 and 0 (meaning that it has
had one fault which is not a hardware fault) or 2 and 1 (meaning that it has had 2
hardware faults). Concerning edges, a failure of edge ei connecting nj and nk is
simulated by setting akj and ajk to 0.

Capacity is not considered in the network model. A user is therefore consid-
ered to be connected to a source if there is at least one unbroken path leading
from the access switch at which the customer is located to at least one source. A
breadth-first search strategy is used to find all supplied nodes.

The repair system is represented as a queuing system (see Fig. 3) in which
installation jobs and component faults are served by a chosen number of repair
teams p, of i different types, [ p1 p2 ... pi ], using materiel m, of j different types,
[ m1 m2 ... mj ]. Each type of team has a certain competence concerning what
types of repairs they can perform. Failure modes and repair times of components
are stochastic variables.

Model entities: The repair system model has four types of entities: jobs,
queues, repair teams and stock. Jobs have a repair time, and a vector specify-
ing resources needed for repair. One queue holds repair jobs and an additional
queue holds completed jobs, thereby simplifying post-simulation analysis. Repair
teams serve the first failure in the queue that is serviceable by the given repair team
with resources in stock. The stock holds materiel of different amounts (specified
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Figure 3: Overview of repair system model, including repair teams of i different
types, [ p1 p2 ... pi ], two queues and stock containing materiel of j different types,
[m1 m2 ... mj ].

by a vector).
Process Overview and Scheduling: On each time step it is checked if the stock

inventory and the number of repair teams should be updated (a matrix specifies
when and by how much the inventory should be refilled). If a repair team is not
currently working, it begins repair on the first job in queue that can be serviced by
the repair team with the available materiel.

Job prioritization: Though variations may occur between IT-systems, order
of repair tasks is likely to be decided to a high extent so that customer service
hours is maximized. This goal is reached by prioritizing jobs that will bring back
most network users per hour of work time. Utility of repair jobs is thus calculated
through equation 8.

Ui = Citot/Ti (8)

Where Ui is the utility of repairing component i, Citot is the number of customers
brought back by repairing component i and Ti is the expected repair time of com-
ponent i. Citot is calculated through equation 9.

Citot = (Ci + CI1 + CI2 + ...+ CIx) ∗ bs (9)

Where Ci is the number of customers connected to component i, CIj is the to-
tal number of customers in the j:th non-supplied network region with member
components connected to component i, bs is a Boolean being 1 if component i
is connected to a supplied region in the network, otherwise 0. A network region



186 A method for assessing resilience of socio-technical IT-systems

denotes a set of nodes and edges that are directly or indirectly connected. A region
is supplied with a given service if there is at least one non-failed source supplying
the service among its member components. The hybrid model was implemented in
MatlabÃĆÂő. Object oriented programming, influenced by agent based modeling,
was used for modeling the repair system.

Outages are simulated using the network model. Sampled scenarios are used
due to the excessive simulation times that would result if a complete scenario set
was used. Sampled scenarios are represented as in equation 10.

SMi =

 c11 . . . cx1
...

. . .
...

c1S . . . cxS

 (10)

Where x is the number of failed components and S is the sample size. Each row
in the strain matrix thus represents one outage scenario.

5 Case Study
The method for studying resilience is tested in a case study on the core IT-network
of Lund university as well as the network of one university department. Data was
collected through interviews with focus groups and through document analysis,
and the results were assessed for relevance through an interview. In the model, the
core network is considered as well as the network of one department, altogether
consisting of 22 nodes (routers, firewalls, distribution switches, access switches
and storage server) and 46 edges (cables above or below ground), see Fig. 4. All
cables in the core network are below ground while all cables in the department
network are above ground. It is assumed that access switches are fully utilized,
meaning that they serve 60 users each. This gives a total of 720 users.

Interviews were carried out with system experts, in order to collect information
about fault modes, their relative probabilities, repair times and resources needed
for repair. There are three possible fault modes for network nodes: hardware, oper-
ator and software faults, with estimated relative probabilities being 10, 70 and 20%
respectively. It was decided that software faults would not be considered due the
irregular consequences and repair times associated with these faults. Also, fault in
access point to internet is not considered. When only hardware and operator faults
are considered they get the relative probabilities 12.5 and 87.5% respectively. Re-
pair data is shown in Table 1 and 2.

Repair occurs only during work hours. This may not be the case in other, more
safety critical IT-systems. For this reason when restoration time is calculated, we
only get the number of work hours that is required to restore the system, not the
overall time that passes from initial disruption to complete restoration. As was
remarked on previously, access switches may fail partially or completely. The
former happens when one single hardware fault occurs in the component. In the
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Figure 4: IT-network. Thick lines indicate that nodes are connected by two
edges, thin lines indicate connection by single edge. Dashed line indicates bound-
ary between core network and department network. R=router, FW=firewall,
DS1/2=distribution switch1/2, AS=access switch.

studied network a partial failure will result in loss of service for 2/3 of the cus-
tomers at the access switch. A complete failure occurs either when the component
has an operator fault, or when it has two simultaneous hardware faults.

Three types of repairers can be distinguished: 1) central IT management per-
sonnel, 2) department IT management personnel, 3) excavator teams. Central IT
management personnel repair routers, firewalls, access switches 1 and 2, access
switches as well as above ground cables. Department IT management personnel
repairs servers and above ground cables. Excavator teams repair below ground
cables. Central IT management repairers work alone, while repairs of type 2 and 3
work in teams of two. Furthermore seven different kinds of materiel resources can
be distinguished. If the amount of a certain resource is assessed to be sufficient for
any type of repair it is set to be infinite. Table 3 shows the amount of resources that
becomes available over time. It was found that central IT management repairers
will not at all times follow the prioritization rule given by equation 8. If a fault in
the core network is causing outages this will always be prioritized by central IT
management repairers before any faults in the department network.

The present analysis is performed for six levels of network strain: N-1, N-2,
N-3, N-6, N-9 and N-12, where N-k denotes the failure of k out of the total N
network components. It is also performed with respect to two different network
services, connection to internet and connection to server. Since fault scenarios as
well as fault modes and repair times are stochastic variables many samples must be
simulated in order to reach a convergent result. In order to decide the sample size



188 A method for assessing resilience of socio-technical IT-systems

a convergence analysis is performed. The analysis is performed for three levels of
strain N-1, N-6 and N-12, which cover the range of strains that are used in the anal-
ysis and it is performed for restoration of internet as well as server connection. For
each level of strain three series of simulations are run, each encompassing 300,000
samples. It is investigated how mean, 95%-percentile and maximum restoration
time converges. Convergence is considered to have occurred when the error rela-
tive to the final value, obtained after 300,000 samples, is permanently below 0.5
hours for all three series. It is found that the mean value converges after 1290
and 19 samples for restoration of internet and server respectively, that the 95%-
percentile converges after 37,620 and 7940 samples for restoration of internet and
server connection respectively and that the maximum does not converge within the
studied interval. Based on this information the sample size of the analysis is cho-
sen to be 50,000. This is sufficient for estimating mean value and 95%-percentile
with desired precision, although not for estimating the maximum restoration time.

Table 1: Fault modes of network nodes.

Table 2: Fault modes of network edges.

6 Result

In this section results from applying the model on the case study network are first
presented. Then the feed-back from the IT-system personnel is presented.
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Table 3: Resources available over time.

6.1 Application of Model

In Fig. 5 we see an overview of robustness and rapidity of all simulated scenarios
(i.e. 300,000 samples, since 50,000 samples are used for each of the six levels
of strain). Robustness has been normalized by division with Fnorm. Results are
shown for restoration of internet and server connection respectively. It can be seen
that robustness is extremely low for some scenarios, i.e. equal or close to zero.
Furthermore, for some of these scenarios rapidity is very high, almost 50 hours in
worst case for restoration of internet and almost 40 hours for restoration of server
connection. Restoration time given here is only the work time needed for restoring
the system. The total time from failure to complete recovery will be about one
week in these extreme scenarios, assuming that repairers have a 40 hour work
week.

Fig. 6 shows rapidity with respect to restoration of internet and server as a
function of level of strain. Mean value (solid line) and 5 and 95% percentiles
(dashed lines) are shown in the graphs. We see that for restoration of internet
supply the mean restoration time is increasing steadily, from mean restoration time
of about one hour up to about 5 hours at the N-12 level of strain. The percentiles
furthermore show that for strains of N-9 or less the majority of the scenarios will be
in a small interval. At N-12 level of strain this changes. Here the 95%-percentile
is much higher, about 18 hours. For restoration of connection to server we see that
at the N-1 level of strain the mean rapidity is about 1 hour. It then increases to a bit
more than 3 hours for N-12 level of strain. Percentiles show that there is a larger
variability for low levels of strain than for higher levels of strain.

Fig. 7 shows normalized robustness with respect to restoration of internet and
server connection as a function of level of strain. Mean value (solid line) and 5 and
95% percentiles (dashed lines) are shown in the graph. We see that for restoration
of internet connection mean robustness will at the N-1 level of strain be close to
1. It then decreases to a bit more than 0.4 for N-12 level of strain meaning that
on average a bit more than 40% of the users have internet connection following
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Figure 5: Robustness and rapidity with respect to restoration of internet (upper)
and server connection (lower) for all simulated scenarios and all levels of strain.

a disturbance of this magnitude. The percentiles also show that the variability
increases significantly with the level of strain. The mean robustness is slightly
lower for all levels of strain. The lower percentile shows that variability is greater
concerning restoration of server than restoration of internet for strain levels N-3 to
N-6.

Fig. 8 shows RL (see equation 3) of all simulated scenarios and levels of strain,
sorted in ascending order. RL is shown on a logarithmic scale meaning that sce-
narios with RL = 0 are not seen. We can thereby see that less than 2/5 of the N-1
scenarios will have RL > 0, while at the N-12 level of strain all scenarios have a
RL > 0. We can also see that for restoration of internet the worst scenarios have
RL larger than 104 while for restoration of server the worst scenarios have RL
larger than 103.
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Figure 6: Rapidity concerning restoration of internet (upper) and server (lower)
as function of level of strain. Solid line (–) is mean value and dashed lines (- -) are
5 and 95% percentiles.

6.2 Feedback From IT-System Personnel

Results included in this paper, except for Fig. 8 that was obtained at a later stage,
were presented to the system experts. It was found that the method was not con-
sidered useful for them at present. The main reason for this is that their system is
not considered to be critical enough. The system experts also explained that they
had not experienced accidents involving N-2 failures or greater. For this reason
they consider it less motivated to prepare for such events. They however were
aware that such accidents had happened in other systems with great consequences,
notably the Swedish university network (SUN) which was out of operation due to
two simultaneous cable faults. Also, during a construction project at the campus
a core network cable was moved and it was then found that it had not been con-
nected properly. In effect, given that there was not such a network redundancy
as was believed an N-2 event would not have been very improbable. While not
finding the method useful for their own purposes, the system experts suggested
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Figure 7: Robustness with respect to internet (upper) and server connection
(lower) as function of level of strain. Solid line (–) is mean value and dashed
lines (- -) are 5 and 95% percentiles.

that a method of the described kind could be of interest to use for IT-systems that
are critical either from an economic perspective or from a health and safety per-
spective. Their recommendation was to test its usefulness in IT-systems of large
private companies or hospitals.

7 Discussion

Simulation based methods that consider repair system as well as technical network
have previously been used for assessing resilience of electricity and water distri-
bution systems. The objective of the present paper is to test if such a method 1)
is applicable within the IT-context, 2) is giving relevant results and 3) captures all
relevant factors. Below these three questions are discussed.
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Figure 8: All scenarios sorted in ascending order based on resilience loss with
respect to restoration of internet (upper) and server connection (lower). Unit of re-
silience loss is user hours. Strain levels N-1(o), N-2(downward pointing triangle),
N-3(*), N-6(x), N-9(square), N-12(upward pointing triangle).

7.1 Applicability

Concerning objective 1) preliminary results show that the method is applicable
for the studied IT-network and that we can obtain the resilience metrics sought
for. Results show that disturbance scenarios for which resilience is low can be
identified, based on three important resilience indicators: rapidity, robustness and
resilience loss. Results of this type can be useful in the process of increasing
system resilience. Results further show how system robustness and rapidity change
with level of strain. This makes it possible for system owners/operators to see
if and for what levels of strain they are presently reaching their desired targets
concerning system resilience.

The interviewed system experts think that restoration should have occurred
within a business day, 8 work hours. Results show that overall resilience of the
system is generally in agreement with this goal. Concerning restoration of server
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the 95%-percentile of rapidity will go from about 3 hours for N-1 strain, to about
5 hours for N-12 strain. In other words in 95% of the simulated scenarios restora-
tion time is well within the 8 hour boundary desired. For internet restoration the
95%-percentile of rapidity goes from about 3 hours for N-1 strain, and for all lev-
els of strain except N-12 it will be less than 5 hours. It is therefore well within
the the 8 hour time boundary. However, for N-12 level of strain the restoration
time of internet is significantly longer, 20 hours. Also results showing rapidity for
all individual scenarios show that some scenarios have restoration times that are
significantly longer than 8 hours.

7.2 Relevance
Concerning objective 2) feed-back from system experts showed that the method
was not found to be relevant to the personnel of the studied system, since this sys-
tem is not considered to be critical enough. The system experts however thought
that the method could be useful when applied to IT-systems whose outage could
cause either large economic losses or risk to health and safety.

7.3 Model Completeness
Concerning objective 3) software faults are not considered in the model. Software
faults are said to constitute about 20% of the total number of faults in network
nodes. These faults are not considered mainly due to their irregular repair time and
consequences. Considering this type of faults is a possible topic for future work.
It could also be of interest to consider cost of resources in future work. This would
make it possible to use optimization methods in order to find a set of repair system
resources that maximizes system resilience given a specified available budget.

8 Conclusions
Preliminary results indicate that the developed simulation-based method is useful
for assessing resilience of IT-systems, meaning that the method can enable system
owners to see if and for what levels of strain they are presently reaching their de-
sired targets concerning three crucial indicators of resilience; robustness, rapidity
and resilience loss. Interview with system experts showed that the method might
first and foremost be of importance for IT-systems that are critical for society,
(e.g. IT-systems of government or hospitals) or whose failure will cause major
economic losses (e.g. IT-systems of major companies). In future work it will be
of interest to apply the model to IT-systems of these types. A further direction of
future work is to find ways of taking software faults into account. Also it can be
of interest to consider cost of resources in the model, so as to enable optimization
of the repair system given a limited budget.
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