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Abstract. Determining requirements process efficiency, and measuring
the corresponding monetary impacts, is a challenging but necessary as-
pect of project management. In this paper, we perform an independent
analysis of scoping decisions from a large industrial project with the goal
of providing new visualizations that facilitate investigations of process
efficiency, agility, and the effects of scoping decisions. The visualizations
proposed in this paper can be used to analyze scoping dynamics and
support process management decisions on a quantitative rather than a
qualitative basis.

Key words: Requirements visualization, process evaluation, require-
ments scope, project management

1 Introduction

In Market-Driven Requirements Engineering (MDRE) [17], the time taken to
deliver the product to market (and hence the overall release scheduling) is im-
portant and may strongly affect market success [4]. These time pressures place
hard limits on all aspects of the development effort and force requirements efforts
to be efficient and responsive [13]. Feature leapfrogging [20] between companies
also imposes hard time constrains, which combined with resource constraints
force requirements to be prioritized, with some requirements postponed for later
implementation [11]. The process of selecting a subset of requirements for imme-
diate implementation within a given project is called scoping and is considered
a key activity for achieving economic benefits in product line development [19].
In MDRE, the scope of the project must adapt to competitive pressures and
respond to changing market conditions in a timely manner – making appro-
priate scope decisions is a vital part of developing software systems that meet
stakeholders’ needs and expectations [11, 16].

Project management in this context has the goal of delivering a quality prod-
uct within the given resource constraints, with appropriate risk management and
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acceptable predictability. Making decisions in a timely manner is fundamental
for productive software management – unnecessarily delaying decisions can lead
to wasted resources and can place other aspects of the projects at risk due to re-
source constraints [1]. However, as reported by Boehm and Sullivan [2] there is a
“disconnect” between the process of making technical software product decisions
and the value creation criteria of the organizations that develop these products.
Moreover, the growing importance of software in all aspects of successful business
demands better understanding of the relationships between technical properties
of the decisions and the criteria for business value creation. In other words, soft-
ware development should be considered an “investment activity” that aims at
maximizing value creation for the resources invested [2].

Our prior work [25, 26, 27] showed that in MDRE there is the potential for
the project scope to be constantly changing, or at least be under pressure to do
so, particularly from unanticipated market forces. For example, the last minute
addition of cutting-edge features and technologies to a project can lead to signif-
icant investments in requirements definition and feasibility analysis efforts. The
associated project management risks may include excessive resource allocations
that starve other efforts, destabilizing technologies being added to the product
before they are ready, and even outright project failure. This prior work pro-
posed new visualizations to help to assess the dynamics of scope changes in this
context using a post-mortem analysis perspective.

In this paper, we analyze scoping from a project management perspective
and propose new visualizations that support management decision-making. Us-
ing the action research strategy [18] the second author of this paper, who is
an industrial Project Manager (PM) interested in Decision Support Systems
(DSS), reviewed the previous work with the focus on the financial aspects of
requirements engineering and requirements scoping and its implications on effi-
cient project management. The project manager needs tools that can help him
to identify opportunities for improvement in the process itself and to reduce
risk by identifying wasted resources. As a result of this participatory effort, the
following research questions are stated:

– What factors influence the process of removing features from the scope? (RQ1)
– What factors influence the late addition of features to the scope of the project?

(RQ2)

In the remainder of this paper we review the related work and present a
summary of the relevant results from our prior work (Section 2). We discuss the
research approach and data used in this study in Section 3. Section 4 presents new
visualizations that support financial analysis of the scoping process in projects.
We discuss threats to validity for this study in Section 5 and close with our
conclusions and identification of future work in Section 6.
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2 Related Work

Release planning is an integral part of software product management. Multi-
ple releases are considered in a release plan [23] and the selection of the ’right’
requirements for a particular release is normally preceded by requirements pri-
oritization [10, 11] and cost estimation [9]. Release planning is performed within
the context of the product and corporate strategies, providing input to the fea-
ture selection process [21, 6, 12]. The feature selection process is not a trivial
task; dependencies on other features [3] or frequent changes to the scope of the
next release of a project [27] are typical complications. As a result, the selection
process often becomes an uneasy compromise where the development efforts to-
ward some features may need to be sacrificed (at the expense of wasted effort)
in support of other features whose priorities have changed.

Managing this scope complexity is considered one of the core functions of
software release planning and a key activity for achieving economic benefits in
product line development [19]. While the importance of scoping has already been
reported in several studies, most of the research is focused on the domain scoping
aspect and the process of scope identification [19, 24]. When looking at product
portfolio scoping [19] most techniques focus on the financial benefits associated
with reuse across the product line [8].

The quantity of information that must be managed for large software projects
is often overwhelming and visualizations can be useful in this context, offering
more dimensions to represent than text [22]. Appropriate visualizations can assist
with, for example, the requirements comprehension problem of gaining a quick
assessment of the state of a set of requirements; a task typically impeded by
the need to browse through disjoint textual requirements documentation and
accompanying models [7]. The visualizations presented in our previous work
[25, 26, 27] give a support assessment of the scoping process for large projects and
can also be used for more in-depth analysis of the details of the scoping process.
In [25] the Feature Survival Chart was introduced and applied to one large
industrial project. In [27] the Feature Survival Chart was complemented with a
set of scope tracking measurements while in [26] the Feature Transition Chart
technique, designed to cover scope changes across the projects, was proposed and
initially validated. These visualizations can be extended via metrics such as the
volatility of the feature set and temporal measurements such as the time taken to
cancel a feature [27]. In this paper, we extend the previous work, presenting a new
set of visualizations that aim at supporting project managers in understanding
the scoping dynamics and assess the monetary impact of the visualized scope
changes.

3 Research Approach and Data in Context

The analysis performed in this study is based on empirical data from a large
company that develops embedded systems for a global market. The company
uses the software product line approach [14] based upon a common code base
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(referred to here as the platform) for the product line. A platform project follows
the stage-gate model [5] with several increments; Milestones (MSs) and Tollgates
(TGs) are used to control the project progress. In particular, there are four
milestones for requirements management and design before the implementation
starts: MS1 through MS4. The scope of a given project is based on a unit called a
feature, a group of requirements that constitute a functional enhancement to the
platform. At the beginning of a project, the feature definition typically contains
a functional description and estimates of market value and development effort.
To cancel or descope a feature in this context means to permanently remove the
feature from the project plan. The discussions in this paper focus on activity
within a current project, features re-introduced in a later project are outside of
the scope of this work.

The elapsed time information for the project used in this work is presented
in Table 1. The milestone criteria are presented in Table 2. We use the same
metrics as in our prior work [27], summarized in Table 3 for convenience.

Table 1. The Project Timeline

Milestones Project Analyzed
Elapsed Days Launched May 2007

MS1 0
MS2 98
MS3 143
MS4 203

Table 2. Milestone Criteria

MS1 Potential features are drawn from the long-term roadmap documents. The ini-
tial scope (set of features) is defined and baselined. The scope is then docu-
mented and updated after the weekly meeting of the Change Control Board
(CCB). The CCB is responsible for adding or removing features from the
project plan.

MS2 Features are refined to requirements that are specified, reviewed and approved.
Each feature typically contains ten or more requirements from various areas in
the products. The feature requirements are forwarded to the design teams who
return updated effort estimates.

MS3 Requirements are updated as necessary (based on design team feedback) and
the effort estimates are refined.

MS4 The requirements work and design are finished. The final project scope has
been negotiated with the development resources and the project is ready to
start implementation.

The underlying data set has been transformed, as necessary, for the purposes
of this paper to ensure that they are logically correct and consistent. The ana-



Requirements Scoping Visualization for Project Management 5

Table 3. Metrics

M1 Number of positive and negative scope changes per time stamp/baseline. A pos-
itive scope change means a feature was added, and a negative scope change
indicates a feature was removed. M1 is not used in the current work and is
only included here for completeness.

M2 Time to feature removal. The time from feature introduction until permanent
removal.

M3 Number of state changes per feature. Number of times that the state of the
feature in the scope was changed. In this work, we do not consider the initial
inclusion to the scope as a scope change.

M4 Time to feature addition. The time from the start of the project until the feature
was added.

M5 Reason for feature removal. A categorical metric focusing on reasons for removal
due to project constraints.

lyzed project has 223 features considered during the analysis period. The project
contained features that survived from project inception, features that were added
during the project, and features that were canceled during the project.

For investigations involving M2, only features that were removed from the
scope were included (120 data points). The values for M3 and M4 were calculated
for all features in the analyzed project; features that survived the cancellation
process were assigned a value of zero to remove them from consideration.

For investigations involving M5, 120 descoping decisions were analyzed and
categorized. The entire set of 120 cancellation decisions was used during the
M2-M5 and M4-M5 correlation analyses. However, some categories such as “de-
pendent on supplier” or “inadequate feature description” contained such a small
number of data points that we focused our analyses on the five categories with
the most data points. The specific number of data points for each category is
contained in the axis labels (e.g. (7dp) means 7 data points) for Figures 1, 2, 3
and 4.

4 Visualizations

The following sub-sections present new visualizations designed to assist a project
manager in analyzing the requirements scoping process. The visualizations por-
tray the relationships between the (normalized) metric data.

The underlying business decisions that generate the data sets are assumed to
be rational in context – the decisions may not be perfect but the decisions were
acceptable in the situation. Under this assumption, if a feature is going to be
canceled, it is less wasteful of resources to cancel the feature sooner than later.
While there may be cases where efforts to promote early feature cancellation
may impede innovation, in this product line process the innovation decisions are
made prior to the studied scenarios and are based on an ROI analysis rather than
technical feasibility. This is not greenfield product development and innovation
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is incremental and often small in scope (e.g. a new software feature as compared
to a new hardware platform).

4.1 The Relationship between the Time to Remove the Feature
(M2) and the Reason for Feature Removal (M5) - addressing
research question RQ1

The data set was partitioned based on the Reason for Descope of the feature
and the resulting temporal distributions (normalized to MS4) are presented as
box-whisker plots in Figure 1. We see that approximately 40% of the features
were removed as a result of a stakeholder business decision with the mean time
to remove the feature approximately 10% of the way into the final milestone of
the requirements management process. These characteristics indicate that the
feature list was pruned relatively aggressively and relatively quickly.

Fig. 1. The Relationship between the Time to Remove the Feature (M2) and the
Reason for Feature Removal (M5), normalized to MS4

In contrast, approximately 40% of the features were not descoped due to lack
of resources until approximately 30% of the way to MS4, on average, with some
features being removed almost at the end of the project due to lack of resources
also. This is a matter for concern to a project manager for it may be evidence
that one or more of the following statements are true (this list is only exemplary
and not exhaustive):

– There are difficulties estimating the scope (effort) required for a feature.
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– There are difficulties determining what resources are available.
– There are difficulties estimating the contributions of the available resources.
– There are difficulties matching the available resources to the features (resource

mismatch).
– The business process (algorithm) used to make the decisions may need im-

provement.

Simplistically, from the project manager’s perspective, all features that are can-
celed waste scarce resources. It is imperative to make the keep/cancel decision
for a feature as soon as possible to minimize this waste.

Next, the earliest stage of the project was investigated, the time between
MS1 and MS2 to see if we could gain any further insight. The data set was
partitioned again and only features that have been removed in the time between
MS1 and MS2 were kept. The resulting data was normalized to MS2 and the
results are shown in Figure 2.

Fig. 2. The Relationship between the Time to Remove the Feature (M2) and the
reason for Feature Removal (M5), normalized to MS2

The resulting data represents approximately 76% of the entire data set. We
note that all portfolio changes (8/8), almost all replaced or renamed decisions
(5/6) and most of the stakeholder business decisions (23/29) were made in this
interval. This indicates that the project scope is being reduced in an effective
manner, although portfolio changes and reduced or renamed decisions still lag
the start of the interval by an average value of approximately 50%.
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Only 17 of 27 resource decisions were made in this interval, again with an
average delay in excess of 30% of the interval and a tail that extends to the end
of the interval. While the situation is not as challenging as it appeared in Figure
1, there does appear to be evidence that improvements could be made.

4.2 The Relationship between the Time to Birth (M4) and the
Reason for Feature Removal (M5) - addressing research question
RQ2

Figure 3 illustrates the relationship between M4 and M5 for the analyzed project,
normalized to MS4 for this project. We note that the medians for each partition
show significantly greater diversity than those of Figure 1. The average time
to feature introduction was approximately 50% of the timeline. We note that
features introduced in the first half of the projects were predominantly cancelled
due to lack of resources, replaced or renamed, or portfolio changes. Features
introduced after the midpoint were predominantly cancelled as a result of stake-
holder business decisons, although there is a much lesser contribution from a
lack of resources.

Fig. 3. The Correlation between the Time to Birth and The Reason for Cancellation,
normalized to MS4 of the project

Figure 4 illustrates the relationship between M4 and M5 normalized to MS3
for this project. At this point in the project (MS3), the effort estimates are
refined from the initial estimates at MS2. Again, we note that there is signifi-
cant diversity in the median values. However, we are cautious of drawing strong
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Fig. 4. The Correlation between the Time to Birth and The Reason for Cancellation,
normalized to MS3 of the project

conclusions due to the relatively small data set. There is some indication of a
relatively binary decision making process: cancel due to lack of resources or defer
to a later date (portfolio changes + stakeholder business decision). We present
this visualization to draw attention to the challenges faced with analyzing the
tails of distributions in support of management decisions.

5 Threats to Validity

In this section, threats to validity are outlined and discussed based on the clas-
sification by Wohlin et al [28]. The causal conclusions drawn from our analyses
were validated in a number of meetings with practitioners who confirmed that
frequent (and sometimes late) scope changes are principally caused by specific
market forces. However, more research is needed to validate the causal influ-
ence of the different reasons for adding and removing features from the scope
of the project. The causal influence for the timing of when the features were in-
cluded or excluded from the scope of the analyzed projects also requires further
investigation.

The proposed visualization do not promote particular reasons for including
or excluding features from the scope of the project. Therefore, researcher bias
toward (or fishing for) a specific justification is minimized. Finally, although the
example visualizations show four main reasons for removing features from the
scope of the project, there is no theoretical limit to the number of attributes that
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can be visualized using this technique. As a result, the mono-operation threat
for under-representation of the construct is minimized.

With respect to external validity threats, we would like to emphasize that
while the investigated scenario has been observed in a specific company, using
a specific development paradigm and releasing software products to a specific
market, the identified issues of estimation challenges and changing the scope of
the project are known and reported in the software engineering literature. We
are aware that the approach should be validated in one or more independent
contexts, yet we believe that the presented visualizations have sufficient support
in the current context that they can be applied, with appropriate caution, in
other than studied contexts.

6 Conclusions and Future Work

Software engineering, as an engineering discipline, should be guided by the goal
of value creation, measured in terms that count for the enterprise that is invest-
ing the resources [2]. In order for software systems to best catalyze their potential
for novel value generation, management must maintain a broad perspective to
ensure that investments is software artifacts deliver an acceptable return. In this
context, deciding which requirements to include into the scope of an upcoming
project is crucial for the process of value creation. In a rapidly changing situa-
tion, such as MDRE, the failure to quickly cancel features or projects that new
information shows are unlikely to succeed is a common example of failing to make
a value-optimizing decision [2]. Improving the understanding of the connections
between technical decisions and enterprise-level value maximization will enable
software engineers and managers to make better choices.

In this paper, we propose a new visualizations that emphasize the relation-
ship between the technical and financial aspects of scoping decisions. Utilizing
a particular industrial example, with rapidly changing context and a high de-
gree of uncertainty, we demonstrate methods for analyzing the impact of scoping
decision on the financial aspects of the project and the company (RQ1). The vi-
sualizations help to understand the drivers of late scope exclusions and inclusions
and can assist management efforts to control them (RQ2). The results from this
paper support both diagnostic and predictive aspects of decision making [15] and
have been expressed in a manner that supports strategic decision management
for the project.

In future work, we hope to obtain other data sets that will allow us to further
generalize this work. We are particularly interested in investigating whether new
reasons for removing features from the scope of the project, other than those
identified in this work, can be identified as influences on the scoping process. A
larger dataset may enable us to propose a method for minimizing waste incurred
by late scope removal; we are particularly interested in temporal optimizations
based on cost-benefit analysis or return on investment. Formal statistical anal-
yses of the current dataset are in progress; additional datasets are expected to
strengthen the results of these analyses.
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In the visualization domain, we plan to investigate investigate cost feedback
using geometry (such as line thickness proportional to cost) and luminance (pro-
portional to cost). Cost feedback can also be provided using cost as a function
of assessed (predicted) risk.
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